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This is a practice of [UC business analytics R programming guide](http://uc-r.github.io/).

# Predictive analytics

## Machine Learning

### Preparing for regression problems

Machine learning is a very iterative process. If performed and interpreted correctly, we can have great confidence in our outcomes. If not, the results will be useless. Approaching machine learning correctly means approaching it strategically by spending our data wisely on learning and validation procedures, properly pre-processing variables, minimizing data leakage, tuning parameters and assessing model performance.

Before introducing specific algorithms, this tutorial introduces concepts that are commonly required in the supervised machine learning process and that you will see briskly covered in tutorieals that follow. This tutorial will prepare you with the fundamentals needed prior to applying supervised machine learning algorithms.

#### tl;dr

Before introducing specific algorithms, this tutorial introduces concepts that you will see briskly covered in each chapter and are necessary for any type of supervised machine learning model:

1. Prerequisites: what you will need to reproduce the analysis in this tutorial

##### Prerequisites

This tutorial leverages the following packages.

library(rsample)  
library(caret)  
library(h2o)  
library(dplyr)  
  
# turn off progress bars  
h2o.no\_progress()  
  
# launch h2o  
h2o.init()  
##   
## H2O is not running yet, starting it now...  
##   
## Note: In case of errors look at the following log files:  
## C:\Users\KOJIKM~1.MIZ\AppData\Local\Temp\RtmpOmYaQa/h2o\_KojiKM\_Mizumura\_started\_from\_r.out  
## C:\Users\KOJIKM~1.MIZ\AppData\Local\Temp\RtmpOmYaQa/h2o\_KojiKM\_Mizumura\_started\_from\_r.err  
##   
##   
## Starting H2O JVM and connecting: . Connection successful!  
##   
## R is connected to the H2O cluster:   
## H2O cluster uptime: 5 seconds 628 milliseconds   
## H2O cluster timezone: Asia/Tokyo   
## H2O data parsing timezone: UTC   
## H2O cluster version: 3.22.1.1   
## H2O cluster version age: 5 months !!!   
## H2O cluster name: H2O\_started\_from\_R\_KojiKM.Mizumura\_tty566   
## H2O cluster total nodes: 1   
## H2O cluster total memory: 1.96 GB   
## H2O cluster total cores: 4   
## H2O cluster allowed cores: 4   
## H2O cluster healthy: TRUE   
## H2O Connection ip: localhost   
## H2O Connection port: 54321   
## H2O Connection proxy: NA   
## H2O Internal Security: FALSE   
## H2O API Extensions: Algos, AutoML, Core V3, Core V4   
## R Version: R version 3.6.0 (2019-04-26)

To illustrate some of concepts we will use the Ames Housing data that has been included in the AmesHousing package and the employee attrition data that has been included in the rsample package. The housing data represents a continuous response variable (Sale\_Price) along with 80 features (predictor variables) for 2930 homes in Ames, IA. Read more about this data [here](https://cran.r-project.org/web/packages/AmesHousing/AmesHousing.pdf). The attrition data represents a classification response variable (Attrition) with 30 features for 1470 employees. Read more about this data [here](https://www.ibm.com/communities/analytics/watson-analytics-blog/hr-employee-attrition/)

Throughout this tutorial, we will demonstrate approaches with the regular df data frame. However, since many of the supervised machine learning tutorials that we provide leverage h2o, we also show how to do some of the things with h2o. This requires your data to be in H2O object, which you can convert any data friame easily with as.h2o.

# ames data  
ames <- AmesHousing::make\_ames()  
ames.h2o <- as.h2o(ames)  
  
# attrition data  
churn <- rsample::attrition %>%   
 mutate\_if(is.ordered, factor, ordered=FALSE)  
churn.h2o <- as.h2o(churn)

#### Data splitting

##### Spending our data wisely

A major goal of the machine learning process is to find an algorithm that most accurately predicts future values based on a set of inputs . In other words, we want an algorithm that not only fits well to our past data, but more importantly, one that predicts a future outcome accurately. This is called the generalizability of our algorithm. How we 窶徭pend窶? our data will help us understand how well our algorithm generalizes to unseen data.

To provide an accurate understanding of the generalizability of our fina optimal model, we split our data into training and test data sets.

* **Training set**: these data are used to train our algorithms and tune hyper-parameters.
* **Test set**: having chosen a final model, these data are used to estimate its prediction error (generalization error). These data should not be used *during model training*

Given a fixed amount of data, typical recommendations for splitting your data into training-testing splits include 60% (training) - 40% (testing), 70%-30%, or 80%-20%. Generally speaking, these are appropriate guidelines to follow; however, it is good to keep in mind that as your overall data set gets smaller,

* Spending too much in training () won’t allow us to get a good assessment of predictive performance. We may find a model that fits the training data very well, but is not generalizable (overfitting),
* sometimes too much spent in testing () won’t allow us to get a good assessment of model parameters.

Typically, we are lacking in the size of our data here, so a 70-30 split is often sufficinet. The two most common ways of splittin data include **simple random sampling** and **stratified sampling**.

##### Simple random sampling

The simplest way to split the data into training and test sets is to take a simple random sample. This does not control for any data attributes, such as the percentage of data in the quantiles in your response variable (). There are multiple ways to split our data. Here we show four options to produce a 70-30 split (note that setting the seed value allows you to reproduce your randomized splits):

# base R  
df <- ames  
df.h2o <- ames.h2o  
  
set.seed(123)  
df  
## # A tibble: 2,930 x 81  
## MS\_SubClass MS\_Zoning Lot\_Frontage Lot\_Area Street Alley Lot\_Shape  
## <fct> <fct> <dbl> <int> <fct> <fct> <fct>   
## 1 One\_Story\_~ Resident~ 141 31770 Pave No\_A~ Slightly~  
## 2 One\_Story\_~ Resident~ 80 11622 Pave No\_A~ Regular   
## 3 One\_Story\_~ Resident~ 81 14267 Pave No\_A~ Slightly~  
## 4 One\_Story\_~ Resident~ 93 11160 Pave No\_A~ Regular   
## 5 Two\_Story\_~ Resident~ 74 13830 Pave No\_A~ Slightly~  
## 6 Two\_Story\_~ Resident~ 78 9978 Pave No\_A~ Slightly~  
## 7 One\_Story\_~ Resident~ 41 4920 Pave No\_A~ Regular   
## 8 One\_Story\_~ Resident~ 43 5005 Pave No\_A~ Slightly~  
## 9 One\_Story\_~ Resident~ 39 5389 Pave No\_A~ Slightly~  
## 10 Two\_Story\_~ Resident~ 60 7500 Pave No\_A~ Regular   
## # ... with 2,920 more rows, and 74 more variables: Land\_Contour <fct>,  
## # Utilities <fct>, Lot\_Config <fct>, Land\_Slope <fct>,  
## # Neighborhood <fct>, Condition\_1 <fct>, Condition\_2 <fct>,  
## # Bldg\_Type <fct>, House\_Style <fct>, Overall\_Qual <fct>,  
## # Overall\_Cond <fct>, Year\_Built <int>, Year\_Remod\_Add <int>,  
## # Roof\_Style <fct>, Roof\_Matl <fct>, Exterior\_1st <fct>,  
## # Exterior\_2nd <fct>, Mas\_Vnr\_Type <fct>, Mas\_Vnr\_Area <dbl>,  
## # Exter\_Qual <fct>, Exter\_Cond <fct>, Foundation <fct>, Bsmt\_Qual <fct>,  
## # Bsmt\_Cond <fct>, Bsmt\_Exposure <fct>, BsmtFin\_Type\_1 <fct>,  
## # BsmtFin\_SF\_1 <dbl>, BsmtFin\_Type\_2 <fct>, BsmtFin\_SF\_2 <dbl>,  
## # Bsmt\_Unf\_SF <dbl>, Total\_Bsmt\_SF <dbl>, Heating <fct>,  
## # Heating\_QC <fct>, Central\_Air <fct>, Electrical <fct>,  
## # First\_Flr\_SF <int>, Second\_Flr\_SF <int>, Low\_Qual\_Fin\_SF <int>,  
## # Gr\_Liv\_Area <int>, Bsmt\_Full\_Bath <dbl>, Bsmt\_Half\_Bath <dbl>,  
## # Full\_Bath <int>, Half\_Bath <int>, Bedroom\_AbvGr <int>,  
## # Kitchen\_AbvGr <int>, Kitchen\_Qual <fct>, TotRms\_AbvGrd <int>,  
## # Functional <fct>, Fireplaces <int>, Fireplace\_Qu <fct>,  
## # Garage\_Type <fct>, Garage\_Finish <fct>, Garage\_Cars <dbl>,  
## # Garage\_Area <dbl>, Garage\_Qual <fct>, Garage\_Cond <fct>,  
## # Paved\_Drive <fct>, Wood\_Deck\_SF <int>, Open\_Porch\_SF <int>,  
## # Enclosed\_Porch <int>, Three\_season\_porch <int>, Screen\_Porch <int>,  
## # Pool\_Area <int>, Pool\_QC <fct>, Fence <fct>, Misc\_Feature <fct>,  
## # Misc\_Val <int>, Mo\_Sold <int>, Year\_Sold <int>, Sale\_Type <fct>,  
## # Sale\_Condition <fct>, Sale\_Price <int>, Longitude <dbl>,  
## # Latitude <dbl>  
index <- sample(1:nrow(df), round(nrow(df) \* 0.7))  
train\_1 <- df[index, ]  
test\_1 <- df[-index, ]  
  
# caret package  
set.seed(123)  
index2 <- createDataPartition(df$Sale\_Price, p = 0.7, list = FALSE)  
train\_2 <- df[index2, ]  
test\_2 <- df[-index2, ]  
  
# rsample package  
set.seed(123)  
split\_1 <- initial\_split(df, prop = 0.7)  
train\_3 <- training(split\_1)  
test\_3 <- testing(split\_1)  
  
# h2o package  
split\_2 <- h2o.splitFrame(df.h2o, ratios = 0.7, seed = 123)  
train\_4 <- split\_2[[1]]  
test\_4 <- split\_2[[2]]

Since this sampling approach will randomly sample across the distribution of (Sale\_Price), you will typically result in a similar distribution betwen your training and test sets as iilustrated below.

# base R  
p1 <- ggplot()+  
 geom\_density(data=train\_1, aes(Sale\_Price), show.legend = FALSE)+  
 geom\_density(data=test\_1, aes(x=Sale\_Price, col="red"),show.legend = FALSE)  
   
# caret   
p2 <- ggplot()+  
 geom\_density(data=train\_2, aes(Sale\_Price),show.legend = FALSE)+  
 geom\_density(data=test\_2, aes(x=Sale\_Price, col="red"),show.legend = FALSE)  
  
# sample  
p3 <- ggplot()+  
 geom\_density(data=train\_3, aes(Sale\_Price),show.legend = FALSE)+  
 geom\_density(data=test\_3, aes(x=Sale\_Price, col="red"),show.legend = FALSE)  
  
# h2o  
  
p4 <- ggplot()+  
 geom\_density(data=as\_tibble(train\_4), aes(Sale\_Price),show.legend = FALSE)+  
 geom\_density(data=as\_tibble(test\_4), aes(x=Sale\_Price, col="red"),show.legend = FALSE)  
  
gridExtra::grid.arrange(p1,p2,p3,p4,  
 nrow=1)
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##### Stratified sampling

However, if we want to explictly control our sampling so that our training and test sets have similar distributions, we can use **stratified sampling**. This is more common with classification problems where the response variable may be imbalanced (90% of observations with response “Yes” and 10% with response “No”). However, we can also apply to regression problems for data sets that have a small sample size and where the response variable deviates strongly from *normality*.

With a continuous response variable, stratified sampling will break y down into quantiles and randomly sample from each quantile. Consequently, this will help ensure a balanced representation of the response distribution in both the training and test sets.

The easiest way to perform stratified sampling on a response variable is to use the rsample package, where you specify the response variable to strata fy. The following illustrates that in our original employee attrition data we have an imbalanced response (No: 84%, Yes:16%). By enforcing stratified sampling both our training and testing sets have approximiately equal response distributions.

# original response distribution  
table(churn$Attrition) %>% prop.table()  
##   
## No Yes   
## 0.8387755 0.1612245  
  
# stratified sampling with the rsample package  
set.seed(123)  
split\_strat <- initial\_split(churn, prop=0.7, strata = "Attrition")  
train\_strat <- training(split\_strat)  
test\_strat <- testing(split\_strat)  
  
# consistent response ratio between train & test  
table(train\_strat$Attrition) %>% prop.table()  
##   
## No Yes   
## 0.838835 0.161165  
table(test\_strat$Attrition) %>% prop.table()  
##   
## No Yes   
## 0.8386364 0.1613636

#### Feature engineering

**Feature engineering** generally refers to the process of adding, deleting and transforming the variables to be applied to your machine learning algorithms.

Feature engineering is a siginificant process and requires you to spend substantial time understanding your data… or as Leo Breiman said “live with your data before you plunge into modeling”

Although this guide is primarily concerned with machine learning algorithms, feature engineering can make or break an algorithm窶冱 predictive ability. We will not cover all the potential ways of implementing feature engineering; however, we will cover a few fundamental pre-processing tasks that can significantly improve modeling performance.

1. One-hot encoding

Many models require all variables to be numeric. Consequently, we need to transform any categorical variables into numeric representation so that these algorithms can compute. Some packages automate this process (i.e., h2o, glm, caret) while others do not (i.e., glmnet, keras). Furthermore, there are many ways to encode categorical variables as numeric representation (i.e., one-hot, orinal, binary, sum, Helmert).

The most common is refered to as one-hot encoding, where we transpose our categorical variables so that each level of the feature is represented as a boolean value. For example, one-hot encoding variable x in the following:

sample <- tibble::tribble(  
 ~id, ~x,  
 1,"a",  
 2,"c",  
 3,"b",  
 4,"c",  
 5,"c",  
 6,"a",  
 7,"b",  
 8,"c"  
)  
  
sample %>%   
 mutate(x=as.factor(x))  
## # A tibble: 8 x 2  
## id x   
## <dbl> <fct>  
## 1 1 a   
## 2 2 c   
## 3 3 b   
## 4 4 c   
## 5 5 c   
## 6 6 a   
## 7 7 b   
## 8 8 c

results in the following representation:

If you need to manually implement one-hot encoding yourself, you can do that with caret::dummyVars. Sometimes you many have a feature level with very few observations and all these observations show up in the test set but not the training set. The benefit of using dummyVars on the full data set and then applying the result to both the train and test data sets is that it will guarantee that the same features are represented in both the train and test data.

# full rank one-hot encode - recommended for generalized linear models and neural networks.  
  
library(caret)  
full\_rank <- dummyVars(~., data = df, fullRank = TRUE)  
train\_oh <- predict(full\_rank, train\_1)  
test\_oh <- predict(full\_rank, test\_1)  
  
train\_1 %>% head()  
## # A tibble: 6 x 81  
## MS\_SubClass MS\_Zoning Lot\_Frontage Lot\_Area Street Alley Lot\_Shape  
## <fct> <fct> <dbl> <int> <fct> <fct> <fct>   
## 1 One\_Story\_~ Floating~ 81 11216 Pave No\_A~ Regular   
## 2 Two\_Story\_~ Floating~ 0 2998 Pave No\_A~ Regular   
## 3 One\_Story\_~ Resident~ 0 17871 Pave No\_A~ Moderate~  
## 4 Two\_Story\_~ Floating~ 85 10574 Pave No\_A~ Regular   
## 5 One\_and\_Ha~ Resident~ 50 6000 Pave No\_A~ Regular   
## 6 Two\_Story\_~ Floating~ 35 4251 Pave Paved Slightly~  
## # ... with 74 more variables: Land\_Contour <fct>, Utilities <fct>,  
## # Lot\_Config <fct>, Land\_Slope <fct>, Neighborhood <fct>,  
## # Condition\_1 <fct>, Condition\_2 <fct>, Bldg\_Type <fct>,  
## # House\_Style <fct>, Overall\_Qual <fct>, Overall\_Cond <fct>,  
## # Year\_Built <int>, Year\_Remod\_Add <int>, Roof\_Style <fct>,  
## # Roof\_Matl <fct>, Exterior\_1st <fct>, Exterior\_2nd <fct>,  
## # Mas\_Vnr\_Type <fct>, Mas\_Vnr\_Area <dbl>, Exter\_Qual <fct>,  
## # Exter\_Cond <fct>, Foundation <fct>, Bsmt\_Qual <fct>, Bsmt\_Cond <fct>,  
## # Bsmt\_Exposure <fct>, BsmtFin\_Type\_1 <fct>, BsmtFin\_SF\_1 <dbl>,  
## # BsmtFin\_Type\_2 <fct>, BsmtFin\_SF\_2 <dbl>, Bsmt\_Unf\_SF <dbl>,  
## # Total\_Bsmt\_SF <dbl>, Heating <fct>, Heating\_QC <fct>,  
## # Central\_Air <fct>, Electrical <fct>, First\_Flr\_SF <int>,  
## # Second\_Flr\_SF <int>, Low\_Qual\_Fin\_SF <int>, Gr\_Liv\_Area <int>,  
## # Bsmt\_Full\_Bath <dbl>, Bsmt\_Half\_Bath <dbl>, Full\_Bath <int>,  
## # Half\_Bath <int>, Bedroom\_AbvGr <int>, Kitchen\_AbvGr <int>,  
## # Kitchen\_Qual <fct>, TotRms\_AbvGrd <int>, Functional <fct>,  
## # Fireplaces <int>, Fireplace\_Qu <fct>, Garage\_Type <fct>,  
## # Garage\_Finish <fct>, Garage\_Cars <dbl>, Garage\_Area <dbl>,  
## # Garage\_Qual <fct>, Garage\_Cond <fct>, Paved\_Drive <fct>,  
## # Wood\_Deck\_SF <int>, Open\_Porch\_SF <int>, Enclosed\_Porch <int>,  
## # Three\_season\_porch <int>, Screen\_Porch <int>, Pool\_Area <int>,  
## # Pool\_QC <fct>, Fence <fct>, Misc\_Feature <fct>, Misc\_Val <int>,  
## # Mo\_Sold <int>, Year\_Sold <int>, Sale\_Type <fct>, Sale\_Condition <fct>,  
## # Sale\_Price <int>, Longitude <dbl>, Latitude <dbl>  
train\_oh %>% as\_tibble() %>% head()  
## # A tibble: 6 x 308  
## MS\_SubClass.One~ MS\_SubClass.One~ MS\_SubClass.One~ MS\_SubClass.One~  
## <dbl> <dbl> <dbl> <dbl>  
## 1 0 0 0 0  
## 2 0 0 0 0  
## 3 0 0 0 0  
## 4 0 0 0 0  
## 5 0 0 0 1  
## 6 0 0 0 0  
## # ... with 304 more variables: MS\_SubClass.Two\_Story\_1946\_and\_Newer <dbl>,  
## # MS\_SubClass.Two\_Story\_1945\_and\_Older <dbl>,  
## # MS\_SubClass.Two\_and\_Half\_Story\_All\_Ages <dbl>,  
## # MS\_SubClass.Split\_or\_Multilevel <dbl>, MS\_SubClass.Split\_Foyer <dbl>,  
## # MS\_SubClass.Duplex\_All\_Styles\_and\_Ages <dbl>,  
## # MS\_SubClass.One\_Story\_PUD\_1946\_and\_Newer <dbl>,  
## # MS\_SubClass.One\_and\_Half\_Story\_PUD\_All\_Ages <dbl>,  
## # MS\_SubClass.Two\_Story\_PUD\_1946\_and\_Newer <dbl>,  
## # MS\_SubClass.PUD\_Multilevel\_Split\_Level\_Foyer <dbl>,  
## # MS\_SubClass.Two\_Family\_conversion\_All\_Styles\_and\_Ages <dbl>,  
## # MS\_Zoning.Residential\_High\_Density <dbl>,  
## # MS\_Zoning.Residential\_Low\_Density <dbl>,  
## # MS\_Zoning.Residential\_Medium\_Density <dbl>, MS\_Zoning.A\_agr <dbl>,  
## # MS\_Zoning.C\_all <dbl>, MS\_Zoning.I\_all <dbl>, Lot\_Frontage <dbl>,  
## # Lot\_Area <dbl>, Street.Pave <dbl>, Alley.No\_Alley\_Access <dbl>,  
## # Alley.Paved <dbl>, Lot\_Shape.Slightly\_Irregular <dbl>,  
## # Lot\_Shape.Moderately\_Irregular <dbl>, Lot\_Shape.Irregular <dbl>,  
## # Land\_Contour.HLS <dbl>, Land\_Contour.Low <dbl>,  
## # Land\_Contour.Lvl <dbl>, Utilities.NoSeWa <dbl>,  
## # Utilities.NoSewr <dbl>, Lot\_Config.CulDSac <dbl>,  
## # Lot\_Config.FR2 <dbl>, Lot\_Config.FR3 <dbl>, Lot\_Config.Inside <dbl>,  
## # Land\_Slope.Mod <dbl>, Land\_Slope.Sev <dbl>,  
## # Neighborhood.College\_Creek <dbl>, Neighborhood.Old\_Town <dbl>,  
## # Neighborhood.Edwards <dbl>, Neighborhood.Somerset <dbl>,  
## # Neighborhood.Northridge\_Heights <dbl>, Neighborhood.Gilbert <dbl>,  
## # Neighborhood.Sawyer <dbl>, Neighborhood.Northwest\_Ames <dbl>,  
## # Neighborhood.Sawyer\_West <dbl>, Neighborhood.Mitchell <dbl>,  
## # Neighborhood.Brookside <dbl>, Neighborhood.Crawford <dbl>,  
## # Neighborhood.Iowa\_DOT\_and\_Rail\_Road <dbl>,  
## # Neighborhood.Timberland <dbl>, Neighborhood.Northridge <dbl>,  
## # Neighborhood.Stone\_Brook <dbl>,  
## # Neighborhood.South\_and\_West\_of\_Iowa\_State\_University <dbl>,  
## # Neighborhood.Clear\_Creek <dbl>, Neighborhood.Meadow\_Village <dbl>,  
## # Neighborhood.Briardale <dbl>, Neighborhood.Bloomington\_Heights <dbl>,  
## # Neighborhood.Veenker <dbl>, Neighborhood.Northpark\_Villa <dbl>,  
## # Neighborhood.Blueste <dbl>, Neighborhood.Greens <dbl>,  
## # Neighborhood.Green\_Hills <dbl>, Neighborhood.Landmark <dbl>,  
## # Condition\_1.Feedr <dbl>, Condition\_1.Norm <dbl>,  
## # Condition\_1.PosA <dbl>, Condition\_1.PosN <dbl>,  
## # Condition\_1.RRAe <dbl>, Condition\_1.RRAn <dbl>,  
## # Condition\_1.RRNe <dbl>, Condition\_1.RRNn <dbl>,  
## # Condition\_2.Feedr <dbl>, Condition\_2.Norm <dbl>,  
## # Condition\_2.PosA <dbl>, Condition\_2.PosN <dbl>,  
## # Condition\_2.RRAe <dbl>, Condition\_2.RRAn <dbl>,  
## # Condition\_2.RRNn <dbl>, Bldg\_Type.TwoFmCon <dbl>,  
## # Bldg\_Type.Duplex <dbl>, Bldg\_Type.Twnhs <dbl>, Bldg\_Type.TwnhsE <dbl>,  
## # House\_Style.One\_and\_Half\_Unf <dbl>, House\_Style.One\_Story <dbl>,  
## # House\_Style.SFoyer <dbl>, House\_Style.SLvl <dbl>,  
## # House\_Style.Two\_and\_Half\_Fin <dbl>,  
## # House\_Style.Two\_and\_Half\_Unf <dbl>, House\_Style.Two\_Story <dbl>,  
## # Overall\_Qual.Poor <dbl>, Overall\_Qual.Fair <dbl>,  
## # Overall\_Qual.Below\_Average <dbl>, Overall\_Qual.Average <dbl>,  
## # Overall\_Qual.Above\_Average <dbl>, Overall\_Qual.Good <dbl>,  
## # Overall\_Qual.Very\_Good <dbl>, Overall\_Qual.Excellent <dbl>,  
## # Overall\_Qual.Very\_Excellent <dbl>, Overall\_Cond.Poor <dbl>,  
## # Overall\_Cond.Fair <dbl>, ...  
  
# less than full rank  
dummy <- dummyVars(~., data = df, fullRank=FALSE)  
train\_oh <- predict(dummy, train\_1)  
test\_oh <- predict(dummy, test\_1)

Two things to note:

* Since one-hot encoding adds new features it can significantly increase the dimensionality of our data. If you have a dataset with many categorical variables and those categorical variables in turn have many unique levels, the number of features can explode. In these cases you may want to explore ordinal encoding of your data.
* if using h2o you do not need to explictly encode your categorical variables but you can override the default encoding. This can be considered a tuning parameter as some encoding will improve modeling accuracy over other encodings. See the encoding options for h2o [here](http://docs.h2o.ai/h2o/latest-stable/h2o-docs/data-science/algo-params/categorical_encoding.html).

##### Response Transformation

Although not a requirement, normalizing the distribution of the response variable by using a *transformation* can lead to a big improvement, especially for parametric models. As we saw in the data splitting section, our response variable Sale\_Price is right skewed.

ggplot(train\_1,aes(x=Sale\_Price))+  
 geom\_density(trim=TRUE)+  
 geom\_density(data=test\_1, trim=T, col="red")
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To normalize, we have two options:

**Option 1**: normalize with a \_\_log transformation\_.\_ This will transform most right skewed distributions to be approximiately normal.

# log transformation  
train\_log\_y <- log10(train\_1$Sale\_Price)  
test\_log\_y <- log10(test\_1$Sale\_Price)  
  
log\_transform <- ggplot(data = tibble(train\_log\_y), aes(train\_log\_y))+  
 geom\_density(trim=TRUE)+  
 geom\_density(data=tibble(test\_log\_y),aes(test\_log\_y), trim=T, col="red")  
log\_transform
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**Option 2**: use a **Box Cox transformation**.

A Box Cox transformation is more flexible and will find the transformation from a family of power transformations that will transform the variable as close as possible to a normal distribution.

**Important notes**: be sure to compute the lambda on the training set and apply that same lambda to both the training and test set to minimize data leakage.

# Box cox transformation  
lambda <- forecast::BoxCox.lambda(train\_1$Sale\_Price)  
train\_bc\_y <- forecast::BoxCox(train\_1$Sale\_Price, lambda)  
test\_bc\_y <- forecast::BoxCox(test\_1$Sale\_Price, lambda)

We can see that in this example, the log transformation and Box Cox transformation both do about equally well in transforming our response variable to be normally distributed.

p1 <- ggplot(data=train\_1, aes(Sale\_Price))+  
 geom\_histogram(bins=100, col="red")+  
 ggtitle("Normal")  
  
p2 <- ggplot(data = tibble(train\_log\_y), aes(train\_log\_y))+  
 geom\_histogram(bins=100, col="lime green")+  
 ggtitle("Log\_Transform")  
  
p3 <- ggplot(data=tibble(train\_bc\_y), aes(train\_bc\_y))+  
 geom\_histogram(bins=100,col="blue")+  
 ggtitle("BoxCox\_Transform")  
  
gridExtra::grid.arrange(p1,p2,p3, nrow=1)

![](data:image/png;base64,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)

Note that when you model with a transformed response variable, your predictions will also be in the transformed value. You will likely want to re-transform your predicted values back to their normal state so that decision-makers can interpret the results. The following code can do this for you:

# log transform a value  
y <- log(10)  
  
# re-transforming the log-transformed value  
exp(y)  
## [1] 10  
  
# Box Cox transform a value  
y <- forecast::BoxCox(10, lambda)  
y  
## [1] 1.55142  
## attr(,"lambda")  
## [1] -0.3689351  
# forecast::BoxCox  
  
# inverse Box Cox function  
inv\_box\_cox <- function(x,lambda){  
 if (lambda==0) exp(x) else (lambda\*x+1)^(1/lambda)  
}  
  
# re-transfrming the Box Cox transform value  
inv\_box\_cox(y, lambda)  
## [1] 10  
## attr(,"lambda")  
## [1] -0.3689351

##### Predictor transformation

Some models such as K-NN, SVMs, PLS, neural networks require that the features have the same units. **Centering** and **scaling** can be used for this purpose and is often refered to as **standardizing** the features. Standardizing numeric variables results in zero mean and unit variance, which provides a common comparable unit of measure across all the variables.

Some packages have built^in arguments (i.e., h20, caret) to standardize and some do not (ie., glm, keras). IF you need to manually standardize your variables you can use the preProcess function provided by the caret package.

For example, here we center and scale our predictor variables. Note, it is important you standardize the test data based on the training mean and variance values of each feature. This minimizes data leakage.

# identify only the predictor variables  
features <- setdiff(names(train\_1), "Sale\_Price")  
  
# pre-process estimation based on training features   
pre\_process <- caret::preProcess(  
 x = train\_1[,features],  
 method = c("center", "scale")  
)  
  
# apply to both training & test  
train\_x <- predict(pre\_process, train\_1[, features])  
test\_x <- predict(pre\_process, test\_1[,features])

##### Alternative feature transformation

There are some alternative transformations that you can perform:

* Normalizing the predictor variables with a *Box Cox transformation* can improve parametric model performance.
* Collapsing highly correlated variables with *PCA* can reduce the number of features and increase the stability of generalize linear models. However, this reduces the amount of information at your disposal and future tutorials show you how to use regularization as a better alternative to PCA.
* Removing *near-zero* or *zero variance variables*. Variables with vary little variance tend to not improve model performance and can be removed.
* preProcess provides other options which you can read more about [here](https://topepo.github.io/caret/pre-processing.html).

# identify only the predictor variables  
features <- setdiff(names(train\_1), "Sale\_Price")  
  
# pre-process estimation based on training features  
pre\_process <- preProcess(  
 x = train\_1[, features],  
 method = c("center", "scale", "pca", "nzv")   
 )  
  
# apply to both training & test  
train\_x <- predict(pre\_process, train\_1[,features])  
test\_x <- predict(pre\_process, test\_1[, features])

#### Basic mddel formulation

There are **many** packages to perform machine learning and there are always more than one to perform each algorithm (i.e., there are over 20 packages to perform random forests). There are pros/cons to each package; some nay be more computationally efficient while other may have more hyperparameter tuning options.

Future tutorials will expose you to several packages; some that have become “the standard” and others that are new and may be considered “maturing”. Just realize there are more ways than one to skin.

For example, these three functions will all produce the samme linear regression model output:

lm.lm <- lm(Sale\_Price~., data = train\_1)   
lm.glm <- glm(Sale\_Price~., data=train\_1, family=gaussian)  
lm.caret <- caret::train(Sale\_Price ~., data=train\_1, method = "lm")  
  
lm\_multiple\_package = tibble(  
 model = c("lm", "glm", "caret"),  
 outcome = list(lm.lm, lm.glm, lm.caret)  
)  
  
# test <- "abcde"  
# stringr::str\_sub(test, 1,3)  
  
lm\_multiple\_package$outcome[[1]] %>%   
 broom::tidy() %>%   
 ggplot(aes(stringr::str\_sub(term, 1, 3), estimate, col=p.value<0.01))+  
 geom\_point()+  
 coord\_flip()  
  
# lm\_multiple\_package %>%   
# mutate( outcome\_tidy = purrr::map(outcome, broom::tidy))

One thing you will notice throughout future tutotiral s is that we can specify our model formulation in different ways. In the above examples, we use the model formulation (Sale\_Price, which says explain Sale\_Price based on all features) approach. Alternative approaches include the matrix formulation and variable name specification approaches.

*Matrix formulation* requires that we separate our response variable from our features. For example, in the regularization tutorial we will use glmnet which requires our features x and response y to be specified separately:

# get feature names  
features <- setdiff(names(train\_1), "Sale\_Price")  
  
# create feature and response set  
train\_x <- train\_1[, features]  
train\_y <- train\_1$Sale\_Price  
  
# example of matrix formulation  
library(glmnet)  
glmnet.m1 <- glmnet(x = train\_x, y = train\_y)

Alternatively, h2o uses *variable name specification* where we provide all the data combined in one training\_frame but we specify the features and response with character strings:

# create variable names and h2o training frame  
h2o.init()  
## Connection successful!  
##   
## R is connected to the H2O cluster:   
## H2O cluster uptime: 31 seconds 746 milliseconds   
## H2O cluster timezone: Asia/Tokyo   
## H2O data parsing timezone: UTC   
## H2O cluster version: 3.22.1.1   
## H2O cluster version age: 5 months !!!   
## H2O cluster name: H2O\_started\_from\_R\_KojiKM.Mizumura\_tty566   
## H2O cluster total nodes: 1   
## H2O cluster total memory: 1.96 GB   
## H2O cluster total cores: 4   
## H2O cluster allowed cores: 4   
## H2O cluster healthy: TRUE   
## H2O Connection ip: localhost   
## H2O Connection port: 54321   
## H2O Connection proxy: NA   
## H2O Internal Security: FALSE   
## H2O API Extensions: Algos, AutoML, Core V3, Core V4   
## R Version: R version 3.6.0 (2019-04-26)  
y <- "Sale\_Price"  
x <- setdiff(names(train\_1), y)  
train.h2o <- as.h2o(train\_1)  
  
# example of variable name specification  
h20.m1 <- h2o.glm(x=x, y=y, training\_frame = train.h2o)

##### Model tuning

Hyperparameters control the level of model complexity. Some algorithms have many tuning parameters while others have only one or two. Tuning can be a good thing as it allows us to transform our model to better align with pattersn within our data For example the simple illustration below shows how the more flexible model aligns more closely to the data than fixed linear model.

However, highly tunable models can also be dangerous because they allow us to overfit our model to the training data, which will not generalize well to future unseen data.

Throughout the future tutorial, we will demonstrate how to tune the different parameters for each model. However, we bring up this point because it feeds into the next section nicely.

##### Cross validation for generalization

Our goal is to not only find a model that performs well on training data, but to find one that performs well on *future unseen data*. So although we can tune our model to reduce some error metric to near zero on our training data, this may not generalize well to future unseen data. Consequently, our goal is to find a model and its hyperparameters that will minimize error on hold-out data.

The model on the left is considered rigid and consistent. If we provided it a new training sample with slightly different values, the model would not change much, if at all. Although it is consistent, the models does not accurately capture the underlying relationship. This is considered a model with high *bias*.

The model on the right is far more inconsistent. Even with small changes to our training sample, this model would likely change significantly. This is considered a model with high *variance*.

The model in the middle balances the two and likely will minimize the error on future unseen data compared to the high bias and high variance models. This is our goal.

knitr::include\_graphics("")

To find the model that balances the *bias-variance tradeoff*, we search for a model that minimizes a *k*-fold cross-validation error metric (you will also be introduced to what’s called an *out of bag error* which provides a similar form of evaluation). *k*-fold cross-validation is a resampling method that randomly divides the training data into *k* groups (aka folds) of approximately same size. The model is fit on folds and then held-out validation fods is used to compute the error.

This process results in *k* estimates of the test error (). Thus, the *k*-fold CV estimate is computed by averagin these values, which provides us with an approximation of the error to expect on unseen data.

knitr::include\_graphics("")

Most algorithms and packages we cover in future tutorials have built-in cross-validation capabilities. One typically uses a 5 or 10 fold CV ( *k*=5 or *k*=10 ). For example, h2o implements CV with the nfolds argument:

# example of 10 fold CV in h2o  
h2o.cv <- h2o.gbm(  
 x=x,  
 y=y,  
 training\_frame = train.h2o,  
 nfolds =10  
)

#### Model evaulation

This leads us to our final topic, error metrics to evaluate performance. There are several metrics we can choose from to assess the error of a supervised machine learning model. The most common include:

###### Regression models

* **MSE**: Mean squared error is the average of the squared eorr (). The squared component results in larger errors having larger penalties. This (along with RMSE) is the most common error metric to use. Objective: **minimize**
* **RMSE**: Root Root mean squared error. This simply takes the square root of the MSE metric (RMSE=$ $) so that your error is in the same units as your response variable. If your response variable units are dollars, the units of MSE are dollars-squared, but the RMSE will be in dollars. Objective: **minimize**
* **Deviance**:Short for mean residual deviance. In essence, it provides a measure of goodness-of-fit of the model being evaluated when compared to the null model (intercept only). If the response variable distribution is gaussian, then it is equal to MSE. When not, it usually gives a more useful estimate of error. **Objective: minimize**
* **MAE**:ean absolute error. Similar to MSE but rather than squaring, it just takes the mean absolute difference between the actual and predicted values () **Objective: minimize**
* **RMSLE**:Root mean squared logarithmic error. Similiar to RMSE but it performs a log() on the actual and predicted values prior to computing the difference ($ RMSLE = \sqrt{\_{i=1}^n (log(y\_i+1)-log())$ ) When your response variable has a wide range of values, large response values with large errors can dominate the MSE/RMSE metric. RMSLE minimizes this impact so that small response values with large errors can have just as meaningful of an impact as large response values with large errors. **Objective: minimize**
* : This is a popular metric that represents the proportion of the variance in the dependent variable that is predictable from the independent variable. Unfortunately, it has several limitations. For example, two models built from two different data sets could have the exact same RMSE but if one has less variability in the response variable then it would have a lower than the other. You should not place too much emphasis on this metric.

Most models we assess in future tutorials will report most, if not all, of these metrics. We will often emphasize and RMSE but its good to realize that certain situations warrant emphasis on some more than others.

##### Classification models

* **Misclassification**: This is the overall error. For example, say you are predicting 3 classes ( high, medium, low ) and each class has 25, 30, 35 observations respectively (90 observations total). If you misclassify 3 observations of class high, 6 of class medium, and 4 of class low, then you misclassified 13 out of 90 observations resulting in a 14% misclassification rate. Objective: minimize
* **Mean per class error**: This is the average error rate for each class. For the above example, this would be the mean of $, , $ , which is 12%. If your classes are balanced this will be identical to misclassification. **Objective: minimize**
* **MSE**: Mean squared error. Computes the distance from 1.0 to the probability suggested. So, say we have three classes, A, B, and C, and your model predicts a probabilty of 0.91 for A, 0.07 for B, and 0.02 for C. If the correct answer was A the , if it is B , if it is C . The squared component results in large differences in probabilities for the true class having larger penalties. **Objective: minimize**
* **Cross-entropy (aka Log Loss or Deviance)**: Similar to MSE but it incorporates a log of the predicted probability multiplied by the true class. Consequently, this metric disproportionately punishes predictions where we predict a small probability for the true class, which is another way of saying having high confidence in the wrong answer is really bad. **Objective: minimize**
* **Gini index**: Mainly used with tree-based methods and commonly referred to as a measure of purity where a small value indicates that a node contains predominantly observations from a single class. **Objective: minimize**

When applying classification models, we often use a *confusion matrix* to evaluate certain performance measures.A confusion matrix is simply a matrix that compares actual categorical levels (or events) to the predicted categorical levels. When we predict the right level, we refer to this as a true positive. However, if we predict a level or event that did not happen this is called a false positive (i.e. we predicted a customer would redeem a coupon and they did not). Alternatively, when we do not predict a level or event and it does happen that this is called a false negative (i.e. a customer that we did not predict to redeem a coupon does).

We can extract different levels of performance from these measures. For example, given the classification matrix below, we can assess the following:

* **Accuracy**: Overall, how often is the classifier correct? Opposite of misclassification above. Example: . **Objective: maximize**
* **Precision**: How accurately does the classifier predict events? This metric is concerned with maximizing the true positives to false positive ratio. In other words, for the number of predictions that we made, how many were correct? Example: . **Objective: maximize**
* **Sensitivity (aka recall)**: How accurately does the clasifier classify actual events? This metric is concerned with maximizing the true positives to false negative ratio. In other words, for the events that occured, how many did we predict? Example: . **Objective: maximize**
* **Specificity**: How accurately does the classifier classify actual events? This metric is concerned with maximizing the true positives to false negatives ratio. In other words, for the events that occurred, how many did we predict? Example: . **Objective: maximize**
* **AUC**: Area under the curve. A good classifier will have high precision and sensitivity. This means the classifier does well when it predicts an event will and will not occur, which minimizes false positives and false negatives. To capture this balance, we often use a ROC curve that plots the false positive rate along the x-axis and the true positive rate along the y-axis. A line that is diagonal from the lower left corner to the upper right corner represents a random guess. The higher the line is in the upper left-hand corner, the better. AUC computes the area under this curve. Objective: maximize

### Linear regression

Linear regression is a very simple approach for supervised learning.In particular, linear regression is a useful tool for predicting a quantitative response. Linear regression has been around for a long time and is the topic of innumerable textbooks. Though it may seem somewhat dull compared to some of the more modern statistical learning approaches described in later tutorials, linear regression is still a useful and widely used statistical learning method. Moreover, it serves as a good jumping-off point for newer approaches: as we will see in later tutorials, many fancy statistical learning approaches can be seen as generalizations or extensions of linear regression. Consequently, the importance of having a good understanding of linear regression before studying more complex learning methods cannot be overstated.

#### tl;dr

This tutorial serves asa an introduction to linear regression 1. [Replication requirements](#RR): What you will need to reproduce 2. Preparing our data: Prepare our data for modeling 3. Simple linear regression: Predicting a quantitative response with a single predictor variable 4. Multiple linear regression: Predicting a quantitative response with multiple predictor variables 5. Incorporating interactions: Removing the additive assumption 6. Additional considerations: A few other considerations to know about

##### Replication requirements

This tutorial primarily leverages this [advertising data](http://www-bcf.usc.edu/~gareth/ISL/Advertising.csv) provided by the authors of [an Introduction to Statistical Learning](http://www-bcf.usc.edu/~gareth/ISL/index.html). This is a simple data set that contains, in thousands of dolloars, TV, Radio, and Newspaper budgets for 200 different markets along with the Sales, in thousands of units, for each market. We will also use a few package that provide data manipulation, visualization, pipeline modeling functions, and model output tidying functions.

# Packages  
library(tidyverse) # data manipulation and visualizations  
library(modelr)# provides easy pipeline modeling functions  
library(broom) # helps to tidy up model outputs  
  
advertising <- read\_csv("http://www-bcf.usc.edu/~gareth/ISL/Advertising.csv") %>%  
 select(-X1)  
  
advertising  
## # A tibble: 200 x 4  
## TV radio newspaper sales  
## <dbl> <dbl> <dbl> <dbl>  
## 1 230. 37.8 69.2 22.1  
## 2 44.5 39.3 45.1 10.4  
## 3 17.2 45.9 69.3 9.3  
## 4 152. 41.3 58.5 18.5  
## 5 181. 10.8 58.4 12.9  
## 6 8.7 48.9 75 7.2  
## 7 57.5 32.8 23.5 11.8  
## 8 120. 19.6 11.6 13.2  
## 9 8.6 2.1 1 4.8  
## 10 200. 2.6 21.2 10.6  
## # ... with 190 more rows

##### Preparing our data

Initial descovery of relationships is usually done with a training set while a test set is used for evaluating whether the discovered relationships hold.More formally, a training set is a set of data used to discover potentially predictive relationships. A test set is a set of data used to assess the strength and utility of a predictive relationship. In a later tutorial we will cover more sophisticated ways for training, validating, and testing predictive models but for the time being we窶冤l use a conventional 60% / 40% split where we training our model on 60% of the data and then test the model performance on 40% of the data that is withheld.

set.seed(123)  
sample <- sample(c(TRUE, FALSE), nrow(advertising), replace=TRUE, prob=c(0.6,0.4))  
train <- advertising[sample, ]  
test <- advertising[!sample, ]

#### Simple linear regression

*Simple linear regression* lives up to its name; it is a very straightfoward approach for prediting a quantitative response on the basis of a single predictor variable . It assumes that there is approximately a linear relationship between and . Using our advertising data, suppose we wish to model the linear relationship between the TV budget and sales. We can write this as:

where; - represents sale - represents *TV adversiting budget* - is the intercept - is the coefficient representing the linear relationship - is mean-zero random error term

##### Model building

To build this model in R we use the formula notation of .

model1 <- lm(sales ~ TV, data = train)  
summary(model1)  
##   
## Call:  
## lm(formula = sales ~ TV, data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -8.5816 -1.7845 -0.2533 2.1715 6.9345   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 6.764098 0.607592 11.13 <2e-16 \*\*\*  
## TV 0.050284 0.003463 14.52 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 3.204 on 120 degrees of freedom  
## Multiple R-squared: 0.6373, Adjusted R-squared: 0.6342   
## F-statistic: 210.8 on 1 and 120 DF, p-value: < 2.2e-16

In the background the lm, which stands for 窶徑inear model窶?, is producing the best-fit linear relationship by minimizing the least squares criterion (alternative approaches will be considered in later tutorials). This fit can be visualized in the following illustration where the 窶彙est-fit窶? line is found by minimizing the sum of squared errors (the errors are represented by the vertical black line segments).

ggplot(data = train, aes(TV, sales))+  
 geom\_point()+  
 geom\_line(aes(y=predict(model1,train)), col="red")

![](data:image/png;base64,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)

For initial assessment of our model we can use summary. This provides us with a host of information about our model, which we窶冤l walk through. Alternatively, you can also use glance(model1) to get a 窶徼idy窶? result output.

library(broom)  
model\_results <-   
 list(  
 tidy = broom::tidy(model1),  
 glance = glance(model1)  
 )  
  
model\_results[[1]]  
## # A tibble: 2 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) 6.76 0.608 11.1 3.31e-20  
## 2 TV 0.0503 0.00346 14.5 3.41e-28  
model\_results[[2]]  
## # A tibble: 1 x 11  
## r.squared adj.r.squared sigma statistic p.value df logLik AIC BIC  
## <dbl> <dbl> <dbl> <dbl> <dbl> <int> <dbl> <dbl> <dbl>  
## 1 0.637 0.634 3.20 211. 3.41e-28 2 -314. 634. 643.  
## # ... with 2 more variables: deviance <dbl>, df.residual <int>

##### Asessing coeficcients

Our original formula in Eq. (1) includes $\ﾎｲ\_0$ for our intercept coefficent and for our slope coefficient. If we look at our model results (here we use tidy to just print out a tidy version of our coefficent results) we see that our model takes the form of

#broom::tidy()  
model\_results[[1]]  
## # A tibble: 2 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) 6.76 0.608 11.1 3.31e-20  
## 2 TV 0.0503 0.00346 14.5 3.41e-28

In other words, our intercept estiamte is so when the TV advertising budget is zero, we can expect sales to be (remember we are operating in units of ). And for every increase in the TV advertising budget we expect the average increase in sales to be 50 units.

It窶冱 also important to understand if the these coefficients are statistically significant. In other words, can we state these coefficients are statistically different then 0? To do that we can start by assessing the standard error (SE). The SE for and are computed with:

where . We see that our model results provide the SE (noted as Std.error). We can use the SE to compute the 95% confidence internal for the coefficients.

To get this information in R, we can simply use:

confint(model1)  
## 2.5 % 97.5 %  
## (Intercept) 5.56110868 7.96708701  
## TV 0.04342678 0.05714057

Our results show us that our 95% confidence interval for (TV) is [.043, .057]. Thus, since zero is not in this interval we can conclude that as the TV advertising budget increases by $1,000 we can expect the sales to increase by 43-57 units. This is also supported by the *t-statistic* provided by our results, which are computed by

which measures he number of standard deviations that is away from 0. Thus a large t-statistic such as ours will produe a small p-value (a small p-value indicates that it is unlikely to observe such a substantial association between the predictor variable and the response due to chance). Thus, we can conclude that a relationship between TV advertising budget and sales exists.

##### Assessing model accuracy

Next, we want to understand the extent to which the model fits the data. This is typically referred to as the *goodness-of-fit*. We can measure this quantitatively by assessing three things:

1. Residual standard error
2. R squared()
3. F-statistic

The RSE is an estimate of the standard deviation of . Roughly speaking, it is the average amount that the response will deviate from the true regression line. It is computed by:

We get the RSE at the bottom of summary(model1), we can also get it directly with:

sigma(model1)  
## [1] 3.204129

An RSE value of means the actual sales in each market will deviate from the true regression line by approximately units, on average. Is this significant? Well, that窶冱 subjective but when compared to the average value of sales over all markets the percentage error is :

sigma(model1)/mean(train$sales)  
## [1] 0.2207373

The RSE provides an absolute measure of lack of fit of our model to the data. But since it is measured in the units of , it is not always clear what constitutes a good RSE. The statistic provides an alternative measure of fit. It represents the proportion of variance explained and so it always takes on a value between 0 and 1, and is independent of the scale of . is simply a function of residual sum of squares (RSS) and total sum of squares (TSS):

Similar to RSE the can be found at the bottom of summary(model1) but we can also generate it directly with rsquare. The result suggests that TV advertising budget can explain 64% of the variability in our sales data.

rsquare(model1, data = train)  
## [1] 0.6372581

As a side note, in a simple linear regression model the value will equal the squared correlation between and :

cor(train$TV, train$sales)^2  
## [1] 0.6372581

Lastly, the *F-statistic* tests to see if at least one predictor variable has a non-zero coefficient. This becomes more important once we start using multiple predictors as in multiple linear regression; however, we窶冤l introduce it here. The *F-statistic* is computed as:

Hence, a larger F-statistic will produce a significant p-value (<0.05). In ou case, we see at the bottom of our summary statement that the F-statistic is 210.8 producing a p-value of .

Combined, our RSE, , and F-statistic results suggest that our model has an ok fit, but we could likely do better.

##### Asessing our model visually

Not only is it important to to understand quantitative measures regarding our coefficient and model accuracy but we should also understand visual approaches to assess our model. First, we should always visualize our model within our data when possible. For simple linear regression this is quite simple. Here we use geom\_smooth(method = "lm") followed by geom\_smooth(). This allows us to compare the linearity of our model (blue line with the 95% confidence interval in shaded region) with a non-linear **LOESS model**. Considering the LOESS smoother remains within the confidence interval we can assume the linear trend fits the essence of this relationship. However, we do note that as the TV advertising budget gets closer to 0 there is a stronger reduction in sales beyond what the linear trend follows.

ggplot(train, aes(TV, sales))+  
 geom\_point()+  
 geom\_smooth(method = "lm")+  
 geom\_smooth(se=FALSE, color="red")
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An important part of assessing regression models is visualizing residuals. If you use plot(model1) four residual plots will be produced that provide some insights. Here I will walk through creating each of these plots within ggplot and explain their insights.

plot(model1)
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First is a plot of residual versus fitter values. This will signal two important concerns:

1. Non-linearity: if a discernible pattern (blue line) exists then this suggests either non-linearity or that other attributes have not been adequately captured. Our plot indicates that the assumption of linearity is fair.
2. Heteroskedasticity: an important assumption of linear regression is that the error terms have a constant variance, . If there is a funnel shape with our residuals, as in our plot, then we have violated this assumption. Sometimes this can be resolved with a log or square root transformation of in our model.

# add model diagnostics to our training data  
model1\_results <- augment(model1, train)  
model1\_results  
## # A tibble: 122 x 11  
## TV radio newspaper sales .fitted .se.fit .resid .hat .sigma  
## <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 230. 37.8 69.2 22.1 18.3 0.392 3.77 0.0149 3.20  
## 2 17.2 45.9 69.3 9.3 7.63 0.556 1.67 0.0301 3.21  
## 3 8.7 48.9 75 7.2 7.20 0.581 -0.00157 0.0329 3.22  
## 4 57.5 32.8 23.5 11.8 9.66 0.443 2.14 0.0191 3.21  
## 5 8.6 2.1 1 4.8 7.20 0.582 -2.40 0.0329 3.21  
## 6 200. 2.6 21.2 10.6 16.8 0.330 -6.21 0.0106 3.17  
## 7 215. 24 4 17.4 17.6 0.358 -0.160 0.0125 3.22  
## 8 97.5 7.6 7.2 9.7 11.7 0.350 -1.97 0.0119 3.21  
## 9 204. 32.9 46 19 17.0 0.338 1.97 0.0111 3.21  
## 10 67.8 36.6 114 12.5 10.2 0.417 2.33 0.0169 3.21  
## # ... with 112 more rows, and 2 more variables: .cooksd <dbl>,  
## # .std.resid <dbl>  
  
ggplot(model1\_results, aes(.fitted, .resid))+  
 geom\_ref\_line(h=0)+  
 geom\_point()+  
 geom\_smooth(se=FALSE)+  
 ggtitle("Residual vs Fitted")
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We can get this same kind of information with a couple other plots which you will see when using plot(model1). The first is comparing standardized residuals versus fitted values. This is the same plot as above but with the residuals standardized to show where residuals deviate by 1, 2, 3+ standard deviations. This helps us to identify outliers that exceed 3 standard deviations. The second is the scale-location plot. This plot shows if residuals are spread equally along the ranges of predictors. This is how you can check the assumption of equal variance (homoscedasticity). It窶冱 good if you see a horizontal line with equally (randomly) spread points.

p1 <- ggplot(model1\_results, aes(.fitted, .std.resid))+  
 geom\_ref\_line(h=0)+  
 geom\_point()+  
 geom\_smooth(se = FALSE) +  
 ggtitle("Standardized Residuals vs Fitted")  
  
p2 <- ggplot(model1\_results, aes(.fitted, sqrt(.std.resid))) +  
 geom\_ref\_line(h = 0) +  
 geom\_point() +  
 geom\_smooth(se = FALSE) +  
 ggtitle("Scale-Location")  
  
gridExtra::grid.arrange(p1, p2, nrow = 1)
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The next plot assess the normality of our residuals. A Q-Q plot plots the distribution of our residuals against the theoretical normal distribution. The closer the points are to falling directly on the diagonal line then the more we can interpret the residuals as normally distributed. If there is strong snaking or deviations from the diagonal line then we should consider our residuals non-normally distributed. In our case we have a little deviation in the bottom left-hand side which likely is the concern we mentioned earlier that as the TV advertising budget approaches 0 the relationship with sales appears to start veering away from a linear relationship.

qq\_plot <- qqnorm(model1\_results$.resid)  
qq\_plot <- qqline(model1\_results$.resid)
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Last are the Cook窶冱 Distance and residuals versus leverage plot. These plot helps us to find influential cases (i.e., subjects) if any. Not all outliers are influential in linear regression analysis. Even though data have extreme values, they might not be influential to determine a regression line. That means, the results wouldn窶冲 be much different if we either include or exclude them from analysis. They follow the trend in the majority of cases and they don窶冲 really matter; they are not influential. On the other hand, some cases could be very influential even if they look to be within a reasonable range of the values. They could be extreme cases against a regression line and can alter the results if we exclude them from analysis. Another way to put it is that they don窶冲 get along with the trend in the majority of the cases.

Here we are looking for outlying values (we can select the top n outliers to report with id.n. The identified (labeled) points represent those splots where cases can be influential against a regression line. When cases have high Cook窶冱 distance scores and are to the upper or lower right of our leverage plot they have leverage meaning they are influential to the regression results. The regression results will be altered if we exclude those cases.

par(mfrow=c(1, 2))  
  
plot(model1, which = 4, id.n = 5)  
plot(model1, which = 5, id.n = 5)
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If you want to look at these top 5 observations with the highest Cook窶冱 distance in case you want to assess them further you can use the following.

model1\_results %>%   
 top\_n(5, wt=.cooksd)  
## # A tibble: 5 x 11  
## TV radio newspaper sales .fitted .se.fit .resid .hat .sigma .cooksd  
## <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 291. 4.1 8.5 12.8 21.4 0.555 -8.58 0.0300 3.12 0.114   
## 2 280. 10.1 21.4 14.8 20.9 0.524 -6.05 0.0268 3.17 0.0504  
## 3 243. 49 44.3 25.4 19.0 0.423 6.41 0.0175 3.16 0.0362  
## 4 284. 10.6 6.4 15 21.1 0.536 -6.06 0.0280 3.17 0.0530  
## 5 288. 43 71.8 26.2 21.2 0.546 4.97 0.0290 3.18 0.0371  
## # ... with 1 more variable: .std.resid <dbl>

So, what does having patterns in residuals mean to your research? It窶冱 not just a go-or-stop sign. It tells you about your model and data. Your current model might not be the best way to understand your data if there窶冱 so much good stuff left in the data.

In that case, you may want to go back to your theory and hypotheses. Is it really a linear relationship between the predictors and the outcome? You may want to include a quadratic term, for example. A log transformation may better represent the phenomena that you窶囘 like to model. Or, is there any important variable that you left out from your model? Other variables you didn窶冲 include (e.g., Radio or Newspaper advertising budgets) may play an important role in your model and data. Or, maybe, your data were systematically biased when collecting data. You may want to redesign data collection methods.

Checking residuals is a way to discover new insights in your model and data!

##### Making predictions

Often the goal with regression approaches is to make predictions on new data. To assess how well our model do in this endeavor we need to assess how it does in making predictions against our test data set. This informs us how well our model generalizes to data outside our training set. We can use our model to predict Sales values for our test data by using add\_predictions.

test <- test %>%   
 add\_predictions(model1)  
test  
## # A tibble: 78 x 5  
## TV radio newspaper sales pred  
## <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 44.5 39.3 45.1 10.4 9.00  
## 2 152. 41.3 58.5 18.5 14.4   
## 3 181. 10.8 58.4 12.9 15.9   
## 4 120. 19.6 11.6 13.2 12.8   
## 5 66.1 5.8 24.2 8.6 10.1   
## 6 23.8 35.1 65.9 9.2 7.96  
## 7 195. 47.7 52.9 22.4 16.6   
## 8 147. 23.9 19.1 14.6 14.2   
## 9 218. 27.7 53.4 18 17.7   
## 10 237. 5.1 23.5 12.5 18.7   
## # ... with 68 more rows

The primary concern is to assess if the **out-of-sample** mean squared error (MSE), also known as the mean squared prediction error, is substantially higher than the in-sample mean square error, as this is a sign of deficiency in the model. The MSE is computed as

We can easily compare the test sample MSE to the training sample MSE with the following.The difference is not that significant. However, this practice becomes more powerful when you are comparing multiple models. For example, if you developed a simple linear model with just the Radio advertising budget as the predictor variable, you could then compare our two different simple linear models and the one that produces the lowest test sample MSE is the preferred model.

# test MSE  
test %>%   
 add\_predictions(model1) %>%   
 summarise(MSE = mean((sales-pred)^2))  
## # A tibble: 1 x 1  
## MSE  
## <dbl>  
## 1 11.3  
  
# training MSE  
train %>%   
 add\_predictions(model1) %>%  
 summarise(MSE = mean((sales - pred)^2))  
## # A tibble: 1 x 1  
## MSE  
## <dbl>  
## 1 10.1  
## # A tibble: 1 ﾃ? 1  
## MSE  
## <dbl>  
## 1 10.09814

In the next tutorial we will look at how we can extend a simple linear regression model into a multiple regression.

#### Multiple regression

Simple linear regression is a useful approach for predicting a response on the basis of a single predictor variable. However, in practice we often have more than one predictor. For example, in the Advertising data, we have examined the relationship between sales and TV advertising. We also have data for the amount of money spent advertising on the radio and in newspapers, and we may want to know whether either of these two media is associated with sales. How can we extend our analysis of the advertising data in order to accommodate these two additional predictors?

We can extend the simple linear regression model so that it can directly accommodate multiple predictors. We can do this by giving each predictor a separate slope coefficient in a single model. In general, suppose that we have p distinct predictors. Then the multiple linear regression model takes the form

##### Model building

If we want to run a model that uses TV, Radio, and Newspaper to predict Sales then we build this model in R using a similar approach introduced in the Simple Linear Regression tutorial.

model2 <- lm(sales ~ TV + radio + newspaper, data=train)

We can also assess this model as before:

summary(model2)  
##   
## Call:  
## lm(formula = sales ~ TV + radio + newspaper, data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -4.8426 -0.6466 0.2165 1.0640 2.6804   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.822206 0.369369 7.641 6.29e-12 \*\*\*  
## TV 0.047362 0.001657 28.577 < 2e-16 \*\*\*  
## radio 0.196375 0.010347 18.979 < 2e-16 \*\*\*  
## newspaper -0.010593 0.006460 -1.640 0.104   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.527 on 118 degrees of freedom  
## Multiple R-squared: 0.9189, Adjusted R-squared: 0.9169   
## F-statistic: 445.9 on 3 and 118 DF, p-value: < 2.2e-16

##### Assessing coefficients

The interpreation of our coefficients is the same as in a linear regression model. First, we see that our coefficients for TV and Radio advertising budget are statistically significant (p-value < 0.05) while the coefficient for Newspaper is not. Thus, changes in Newspaper budget do not appear to have a relationship with changes in sales. However, for TV our coefficent suggests that for every increase in TV advertising budget, holding all other predictors constant, we can expect an increase of 47 sales units, on average (this is similar to what we found in the simple linear regression). The Radio coefficient suggests that for every increase in Radio advertising budget, holding all other predictors constant, we can expect an increase of 196 sales units, on average.

broom::tidy(model2)  
## # A tibble: 4 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) 2.82 0.369 7.64 6.29e-12  
## 2 TV 0.0474 0.00166 28.6 7.36e-55  
## 3 radio 0.196 0.0103 19.0 1.17e-37  
## 4 newspaper -0.0106 0.00646 -1.64 1.04e- 1

We can also get our confidence intervals around these coefficient estimates as we did before. Here we see how the confidence interval for Newspaper includes 0 which suggests that we cannot assume the coefficient estimate of -0.0106 is different than 0.

confint(model2)  
## 2.5 % 97.5 %  
## (Intercept) 2.09075443 3.553657581  
## TV 0.04408008 0.050644109  
## radio 0.17588568 0.216864467  
## newspaper -0.02338577 0.002200661

##### Assessing model accuracy

Assessing model accuracy is very similar as when assessing simple linear regression models. Rather than repeat the discussion, here I will highlight a few key considerations. First, multiple regression is when the F-statistic becomes more important as this statistic is testing to see if at least one of the coefficients is non-zero. When there is no relationship between the response and predictors, we expect the F-statistic to take on a value close to 1. On the other hand, if at least predictor has a relationship then we expect . In our summary print out above for model 2 we saw that with suggesting that at least one of the advertising media must be related to sales.

In addition, if we compare the results from our simple linea regression model (model1) and our multiple regression model (model2) we can make some important comparisons:

list(  
 model1 = broom::glance(model1),  
 model2 = broom::glance(model2)  
)  
## $model1  
## # A tibble: 1 x 11  
## r.squared adj.r.squared sigma statistic p.value df logLik AIC BIC  
## <dbl> <dbl> <dbl> <dbl> <dbl> <int> <dbl> <dbl> <dbl>  
## 1 0.637 0.634 3.20 211. 3.41e-28 2 -314. 634. 643.  
## # ... with 2 more variables: deviance <dbl>, df.residual <int>  
##   
## $model2  
## # A tibble: 1 x 11  
## r.squared adj.r.squared sigma statistic p.value df logLik AIC BIC  
## <dbl> <dbl> <dbl> <dbl> <dbl> <int> <dbl> <dbl> <dbl>  
## 1 0.919 0.917 1.53 446. 3.49e-64 4 -223. 456. 470.  
## # ... with 2 more variables: deviance <dbl>, df.residual <int>

1. : Model 2窶冱 is substantially higher than model 1 suggesting that model 2 does a better job explaining the variance in sales. It窶冱 also important to consider the adjusted . The adjusted is a modified version of that has been adjusted for the number of predictors in the model. The adjusted increases only if the new term improves the model more than would be expected by chance. Thus, since model 2窶冱 adjusted is also substantially higher than model 1 we confirm that the additional predictors are improving the model窶冱 performance.
2. **RSE**: Model 2窶冱 RSE (sigma) is lower than model 1. This shows that model 2 reduces the variance of our parameter which corroborates our conclusion that model 2 does a better job modeling sales.
3. **F-statistic**: the F-statistic (statistic) in model 2 is larger than model 1. Here larger is better and suggests that model 2 provides a better 窶徃oodness-of-fit窶?.
4. **Other**: We can also use other various statistics to compare the quality of our models. These include Akaike information criterion (AIC) and Bayesian information criterion (BIC), which we see in our results, among others. We窶冤l go into more details regarding these statistics in the Linear Model Selection tutorial but for now just know that models with lower AIC and BIC values are considered of better quality than models with higher values.

So we understand that quantitative attributes of our second model suggest it is a better fit, how about visually?

##### Assessing our model visually

Our main focus is to assess and compare residual behavior with our models. First, if we compare model 2窶冱 residuals versus fitted values we see that model 2 has reduced concerns with heteroskedasticity; however, we now have discernible patter suggesting concerns of linearity. We窶冤l see one way to address this in the next section.

# add model diagnostics to our training data  
model1\_results <- model1\_results %>%  
 mutate(Model = "Model 1")  
  
model2\_results <- augment(model2, train) %>%  
 mutate(Model = "Model 2") %>%  
 rbind(model1\_results)  
  
ggplot(model2\_results, aes(.fitted, .resid)) +  
 geom\_ref\_line(h = 0) +  
 geom\_point() +  
 geom\_smooth(se = FALSE) +  
 facet\_wrap(~ Model) +  
 ggtitle("Residuals vs Fitted")
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This concern with normality is supported when we compare the Q-Q plots. So although our model is performing better numerically, we now have a greater concern with normality then we did before! This is why we must always assess models numerically and visually!

par(mfrow=c(1, 2))  
  
# Left: model 1  
qqnorm(model1\_results$.resid); qqline(model1\_results$.resid)  
  
# Right: model 2  
qqnorm(model2\_results$.resid); qqline(model2\_results$.resid)

![](data:image/png;base64,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)

##### Making predictions

To see how our models compare when making predictions on an out-of-sample data set we窶冤l compare MSE. Here we can use gather\_predictions to predict on our test data with both models and then, as before, compute the MSE. Here we see that model 2 drastically reduces MSE on the out-of-sample. So although we still have lingering concerns over residual normality model 2 is still the preferred model so far.

test %>%  
 gather\_predictions(model1, model2) %>%  
 group\_by(model) %>%  
 summarise(MSE = mean((sales-pred)^2))  
## # A tibble: 2 x 2  
## model MSE  
## <chr> <dbl>  
## 1 model1 11.3   
## 2 model2 3.75  
## # A tibble: 2 ﾃ? 2  
## model MSE  
## <chr> <dbl>  
## 1 model1 11.34993  
## 2 model2 3.75494

#### Incorporating interactions

In our previous analysis of the Advertising data, we concluded that both TV and radio seem to be associated with sales. The linear models that formed the basis for this conclusion assumed that the effect on sales of increasing one advertising medium is independent of the amount spent on the other media. For example, the linear model (Eq. 10) states that the average effect on sales of a one-unit increase in TV is always , regardless of the amount spent on radio.

However, this simple model may be incorrect. Suppose that spending money on radio advertising actually increases the effectiveness of TV advertising, so that the slope term for TV should increase as radio increases. In this situation, given a fixed budget of $100,000, spending half on radio and half on TV may increase sales more than allocating the entire amount to either TV or to radio. In marketing, this is known as a synergy effect, and in statistics it is referred to as an interaction effect. One way of extending our model 2 to allow for interaction effects is to include a third predictor, called an interaction term, which is constructed by computing the product of $X\_1, and (here we窶冤l drop the Newspaper variable). This results in the model

# Option 1  
model3 <- lm(sales~TV+radio+TV\*radio, data=train)  
  
# Option 2  
model3 <- lm(sales ~ TV \* radio, data = train)

##### Asessing coefficients

We see that all our coefficients are statistically significant. Now we can interpret this as an increase in TV advertising of \_1\_3$*radio)*  1000 = 21 + 1\*radio. And an increase in radio advertising of $1,000 will be associated with an increase in sales of

broom::tidy(model3)  
## # A tibble: 4 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) 6.50 0.308 21.1 7.25e-42  
## 2 TV 0.0208 0.00188 11.1 5.25e-20  
## 3 radio 0.0390 0.0106 3.69 3.44e- 4  
## 4 TV:radio 0.00101 0.0000621 16.3 4.47e-32

##### Assessing model accuracy

We can compare our model results across all three models. We see that our adjusted and F-statistic are highest with model 3 and our RSE, AIC and BIC are the lowest with model 3; suggesting the model 3 outperforms the other models.

list(model1 = broom::glance(model1),  
 model2 = broom::glance(model2),  
 model3 = broom::glance(model3))   
## $model1  
## # A tibble: 1 x 11  
## r.squared adj.r.squared sigma statistic p.value df logLik AIC BIC  
## <dbl> <dbl> <dbl> <dbl> <dbl> <int> <dbl> <dbl> <dbl>  
## 1 0.637 0.634 3.20 211. 3.41e-28 2 -314. 634. 643.  
## # ... with 2 more variables: deviance <dbl>, df.residual <int>  
##   
## $model2  
## # A tibble: 1 x 11  
## r.squared adj.r.squared sigma statistic p.value df logLik AIC BIC  
## <dbl> <dbl> <dbl> <dbl> <dbl> <int> <dbl> <dbl> <dbl>  
## 1 0.919 0.917 1.53 446. 3.49e-64 4 -223. 456. 470.  
## # ... with 2 more variables: deviance <dbl>, df.residual <int>  
##   
## $model3  
## # A tibble: 1 x 11  
## r.squared adj.r.squared sigma statistic p.value df logLik AIC BIC  
## <dbl> <dbl> <dbl> <dbl> <dbl> <int> <dbl> <dbl> <dbl>  
## 1 0.975 0.974 0.855 1508. 6.91e-94 4 -152. 314. 328.  
## # ... with 2 more variables: deviance <dbl>, df.residual <int>

##### Assessing our model visually

Visually assessing our residuals versus fitted values we see that model three does a better job with constant variance and, with the exception of the far left side, does not have any major signs of non-normality.

# add model diagnostics to our training data  
  
model3\_results <- augment(model3, train) %>%   
 mutate(Model = "Model 3") %>%   
 rbind(model2\_results)  
  
ggplot(model3\_results, aes(.fitted, .resid))+  
 geom\_ref\_line(h=0)+  
 geom\_point()+  
 geom\_smooth(se=FALSE)+  
 facet\_wrap(~Model)+  
 ggtitle("Residual vs Fitted")
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As an alternative to the Q-Q plot we can also look at residual histograms for each model. Here we see that model 3 has a couple large left tail residuals. These are related to the left tail dip we saw in the above plots.

ggplot(model3\_results, aes(.resid))+  
 geom\_histogram(binwidth = .25)+  
 facet\_wrap(~Model, scales="free\_x")+  
 ggtitle("Residual Histogram")
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These residuals can be tied back to when our model is trying to predict low levels of sales (< 10,000). If we remove these sales our residuals are more normally distributed. What does this mean? Basically our linear model does a good job predicting sales over 10,000 units based on TV and Radio advertising budgets; however, the performance deteriates when trying to predict sales less than 10,000 because our linear assumption does not hold for this segment of our data.

model3\_results %>%  
 filter(sales > 10) %>%  
 ggplot(aes(.resid)) +  
 geom\_histogram(binwidth = .25) +  
 facet\_wrap(~ Model, scales = "free\_x") +  
 ggtitle("Residual Histogram")
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This can be corroborated by looking at the Cook窶冱 Distance and Leverage plots. Both of them highlight observations 3, 5, 47, 65, and 94 as the top 5 influential observations.

par(mfrow=c(1, 2))  
  
plot(model3, which = 4, id.n = 5)  
plot(model3, which = 5, id.n = 5)
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If we look at these observations we see that they all have low Sales levels.

train[c(3,5,47,65,94),]  
## # A tibble: 5 x 4  
## TV radio newspaper sales  
## <dbl> <dbl> <dbl> <dbl>  
## 1 8.7 48.9 75 7.2  
## 2 8.6 2.1 1 4.8  
## 3 5.4 29.9 9.4 5.3  
## 4 13.1 0.4 25.6 5.3  
## 5 4.1 11.6 5.7 3.2

##### Making prediction

Again, to see how our models compare when making predictions on an out-of-sample data set we窶冤l compare the MSEs across all our models. Here we see that model 3 has the lowest out-of-sample MSE, further supporting the case that it is the best model and has not overfit our data.

test %>%   
 gather\_predictions(model1, model2,model3) %>%   
 group\_by(model) %>%   
 summarise(MSE = mean((sales-pred)^2))  
## # A tibble: 3 x 2  
## model MSE  
## <chr> <dbl>  
## 1 model1 11.3   
## 2 model2 3.75  
## 3 model3 1.15

#### Additional consideration

##### Qualitative predictors

In our discussion so far, we have assumed that all variables in our linear regression model are *quantitative*. But in practice, this is not necessarily the case; often some predictors are *qualitative*.

For example, the [Credit data set](http://www-bcf.usc.edu/~gareth/ISL/Credit.csv) records balance (average credit card debt for a number of individuals) as well as several quantitative predictors: age, cards (number of credit cards), education (years of education), income (in thousands of dollars), limit (credit limit), and rating (credit rating).

Suppose that we wish to investigate differences in credit card balance between males and females, ignoring the other variables for the moment. If a qualitative predictor (also known as a factor) only has two levels, or possible values, then incorporating it into a regression model is very simple. We simply create an indicator or dummy variable that takes on two possible numerical values. For example, based on the gender, we can create a new variable that takes the form

and use this variable as a predictor in the regression equation. This results in the model

Now can be interpreted as the average credit card balance among males, as the average credit card balance among females, and as the average difference in credit card balance between females and males. We can produce this model in R using the same syntax as we saw earlier:

# credit <- read\_csv("http://www-bcf.usc.edu/~gareth/ISL/Credit.csv")  
credit <- ISLR::Credit  
credit %>% head()  
## ID Income Limit Rating Cards Age Education Gender Student Married  
## 1 1 14.891 3606 283 2 34 11 Male No Yes  
## 2 2 106.025 6645 483 3 82 15 Female Yes Yes  
## 3 3 104.593 7075 514 4 71 11 Male No No  
## 4 4 148.924 9504 681 3 36 11 Female No No  
## 5 5 55.882 4897 357 2 68 16 Male No Yes  
## 6 6 80.180 8047 569 4 77 10 Male No No  
## Ethnicity Balance  
## 1 Caucasian 333  
## 2 Asian 903  
## 3 Asian 580  
## 4 Asian 964  
## 5 Caucasian 331  
## 6 Caucasian 1151  
model4 <- lm(Balance ~ Gender, data=credit)

The results below suggest that females are estimated to carry in credit card debt where males carry

broom::tidy(model4)  
## # A tibble: 2 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) 510. 33.1 15.4 2.91e-42  
## 2 GenderFemale 19.7 46.1 0.429 6.69e- 1

The decision to code females as 0 and makes as 1 in is arbitrary, and has no effect on the regression fit, but does alter the interpretation of the coefficients. If we want to change the reference variable (the variable coded as 0) we can change the factor levels.

# credit$Gender <- factor(credit$Gender, levels = c("Male", "Female"))  
  
lm(Balance ~ Gender, data = credit) %>%  
 tidy()  
## # A tibble: 2 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) 510. 33.1 15.4 2.91e-42  
## 2 GenderFemale 19.7 46.1 0.429 6.69e- 1

A similar process ensues for qualitative predictor categories with more than two levels. For instance, if we want to assess the impact that ethnicity has on credit balance we can run the following model. Ethnicity has three levels: *African American, Asian, Caucasian*. We interpret the coefficients much the same way. In this case we see that the estimated balance for the baseline, African American, is $531.00. It is estimated that the Asian category will have $18.69 less debt than the African American category, and that the Caucasian category will have $12.50 less debt than the African American category. However, the p-values associated with the coefficient estimates for the two dummy variables are very large, suggesting no statistical evidence of a real difference in credit card balance between the ethnicities.

lm(Balance ~ Ethnicity, data = credit) %>%   
 broom::tidy()  
## # A tibble: 3 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) 531. 46.3 11.5 1.77e-26  
## 2 EthnicityAsian -18.7 65.0 -0.287 7.74e- 1  
## 3 EthnicityCaucasian -12.5 56.7 -0.221 8.26e- 1

The process for assessing model accuracy, both numerically and visually along with measuring predictions can follow the same process as outlined for qualitative predictor variables.

##### Transformations

Linear regression models assume a linear relationship between the response and predictors. But in some cases, the true relationship between the response and the predictors may be non-linear. We can accomodate certain non-linear relationships by transforming variables (i.e. log(x), sqrt(x)) or using polynomial regression.

As an example consider the Auto data set. We can see that a linear trend does not fit the relationship between mpg and horsepower.

auto <- ISLR::Auto  
ggplot(auto, aes(horsepower, mpg)) +  
 geom\_point() +  
 geom\_smooth(method = "lm")
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We can try to address the non-linear relationship with a quadratic relationship, which takes the form of:

We can fit this model in R with:

model5 <- lm(mpg ~ horsepower + I(horsepower^2), data = auto)  
broom::tidy(model5)  
## # A tibble: 3 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) 56.9 1.80 31.6 1.74e-109  
## 2 horsepower -0.466 0.0311 -15.0 2.29e- 40  
## 3 I(horsepower^2) 0.00123 0.000122 10.1 2.20e- 21

Does this fit our relationship better? We can visualize it with:

ggplot(auto, aes(horsepower, mpg)) +  
 geom\_point() +  
 geom\_smooth(method = "lm", formula = y ~ x + I(x^2))
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##### Correlation of error terms

An important assumption of the linear regression model is that the error terms, , are uncorrelated. Correlated residuals frequently occur in the context of time series data, which consists of observations for which measurements are obtained at discrete points in time. In many cases, observations that are obtained at adjacent time points will have positively correlated errors. This will result in biased standard errors and incorrect inference of model results.

To illustrate, we窶冤l create a model that uses the number of unemployed to predict personal consumption expenditures (using the economics data frame provided by ggplot2). The assumption is that as more people become unemployed personal consumption is likely to reduce. However, if we look at our model窶冱 residuals we see that adjacent residuals tend to take on similar values. In fact, these residuals have a .998 autocorrelation. This is a clear violation of our assumption. We窶冤l learn how to deal with correlated residuals in future tutorials.

df <- economics %>%   
 mutate(observation = 1:n())  
  
model6 <- lm(pce ~ unemploy, data = df)  
  
df %>%   
 add\_residuals(model6) %>%   
 ggplot(aes(observation, resid))+  
 geom\_line()
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##### Collinearity

*Collinearity* refers to the situation in which two or more predictor variables are closely related to one another. The presence of collinearity can pose problems in the regression context, since it can be difficult to separate out the individual effects of collinear variables on the response. In fact, collinearity can cause predictor variables to appear as statistically insignificant when in fact they are significant.

For example, compares the coefficient estimates obtained from two separate multiple regression models. The first is a regression of balance on age and limit, and the second is a regression of balance on rating and limit. In the first regression, both age and limit are highly significant with very small p- values. In the second, the collinearity between limit and rating has caused the standard error for the limit coefficient estimate to increase by a factor of 12 and the p-value to increase to 0.701. In other words, the importance of the limit variable has been masked due to the presence of collinearity.

model7 <- lm(Balance ~ Age + Limit, data = credit)  
model8 <- lm(Balance ~ Rating + Limit, data = credit)  
  
list(`Model1` = broom::tidy(model7),  
 `Model2` = broom::tidy(model8))  
## $Model1  
## # A tibble: 3 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) -173. 43.8 -3.96 9.01e- 5  
## 2 Age -2.29 0.672 -3.41 7.23e- 4  
## 3 Limit 0.173 0.00503 34.5 1.63e-121  
##   
## $Model2  
## # A tibble: 3 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) -378. 45.3 -8.34 1.21e-15  
## 2 Rating 2.20 0.952 2.31 2.13e- 2  
## 3 Limit 0.0245 0.0638 0.384 7.01e- 1

A simple way to detect collinearity is to look at the correlation matrix of the predictors. An element of this matrix that is large in absolute value indicates a pair of highly correlated variables, and therefore a collinearity problem in the data. Unfortunately, not all collinearity problems can be detected by inspection of the correlation matrix: it is possible for collinear- ity to exist between three or more variables even if no pair of variables has a particularly high correlation. We call this situation multicollinearity.

Instead of inspecting the correlation matrix, a better way to assess multi- collinearity is to compute the *variance inflation factor (VIF)*. The VIF is the ratio of the variance of when fitting the full model divided by the variance of if fit on its own. The smallest possible value for VIF is 1, which indicates the complete absence of collinearity. Typically in practice there is a small amount of collinearity among the predictors. As a rule of thumb, a VIF value that exceeds 5 or 10 indicates a problematic amount of collinearity. The VIF for each variable can be computed using the formula

where is the from a regression of onto all of the other predictors. We can use the vif function from the car package to compute the VIF. As we see below model 7 is near the smallest possible VIF value where model 8 has obvious concerns.

car::vif(model7)  
## Age Limit   
## 1.010283 1.010283  
## Age Limit   
## 1.010283 1.010283  
car::vif(model8)  
## Rating Limit   
## 160.4933 160.4933  
## Rating Limit   
## 160.4933 160.4933

### Linear model selection

It is often the case that some or many of the variables used in a multiple regression model are in fact not associated with the response variable. Including such irrelevant variables leads to unnecessary complexity in the resulting model. Unfortunately, manually filtering through and comparing regression models can be tedious. Luckily, several approaches exist for automatically performing feature selection or variable selection 窶? that is, for identifying those variables that result in superior regression results. This tutorial will cover a traditional approach known as model selection.

#### tl;dr

This tutorial serves as an introduction to linear model selection and covers:

1. [Replication requrements: What you will need to reproduce the analysis in this tutorial](#replication_requirements)
2. Best subset selection: Finding the best combination of the p predictors
3. Stepwise selection: Computationally efficient approach for feature selection
4. Comparing models: Determining which model is best
5. Additional resources: additional resources to help you learn more

#### Replication requirements

This tutorial primary leverages the Hitters data provided by the ISLR package. This is a data set that contains number of hits, homeruns, RBIs, and other information for 322 major league baseball players. We窶冤l also use tidyverse for some basic data manipulation and visualization. Most importantly, we窶冤l use the leaps package to illustrate subset selection methods.

# package  
library(leaps) # model selection functions  
  
# load data and remove rows with missing data  
(hitters <- na.omit(ISLR::Hitters) %>%   
 as\_tibble())  
## # A tibble: 263 x 20  
## AtBat Hits HmRun Runs RBI Walks Years CAtBat CHits CHmRun CRuns  
## <int> <int> <int> <int> <int> <int> <int> <int> <int> <int> <int>  
## 1 315 81 7 24 38 39 14 3449 835 69 321  
## 2 479 130 18 66 72 76 3 1624 457 63 224  
## 3 496 141 20 65 78 37 11 5628 1575 225 828  
## 4 321 87 10 39 42 30 2 396 101 12 48  
## 5 594 169 4 74 51 35 11 4408 1133 19 501  
## 6 185 37 1 23 8 21 2 214 42 1 30  
## 7 298 73 0 24 24 7 3 509 108 0 41  
## 8 323 81 6 26 32 8 2 341 86 6 32  
## 9 401 92 17 49 66 65 13 5206 1332 253 784  
## 10 574 159 21 107 75 59 10 4631 1300 90 702  
## # ... with 253 more rows, and 9 more variables: CRBI <int>, CWalks <int>,  
## # League <fct>, Division <fct>, PutOuts <int>, Assists <int>,  
## # Errors <int>, Salary <dbl>, NewLeague <fct>

#### Best subset selection

To perform best subset selection, we fit a separate least squares regression for each possible combination of the *p* predictors. That is, we fit all *p* models that contain exactly one predictor, all

= p(p-1)/2 models that contain exactly two predictors, and so forth.

We then look at all of the resulting models, with the goal of identifying the one that is best.

The three-stage process of perfoming best subset selection includes:

**step1**: LEt denote the null model, which contains no predictors. This model simply predicts the sample mean for each observation.

**Step2**: For k = 1,2,…,p:

* Fit all (p k) models that contain exactly k predictors
* Pick the best among these (p k) models, and call it . Here best is defined as having the smallest RSS, or equivalently largest

**Step3**: Select a single best model from among using cross-validated prediction error, , AIC, BIC or adjusted .

Let’s illustrate with our data. We can perform a best subset search using regsubsets (part of the leaps library), which identifies the best model for a given number of *k* predictors, where best is quantified using RSS.

The syntax is the same as the lm function. By default, regsubsets only reports results up to the best eight-variable model. But the nvmax option can be used in order to return as many variables as are desired. Here we fit up to a 19-variable model.

best\_subset <- regsubsets(Salary ~ ., hitters, nvmax = 19)

The resubsets function returns a list-object with lots of information. Initially, we can use the summary command to assess the best set of variables for each model size. So, for a model with 1 variable we see that CRBI has an asterisk signalling that a regression model with *Salary ~ CRBI* is the best single variable model. The best 2 variable model is *Salary ~ CRBI + Hits*. The best 3 variable model is *Salary ~ CRBI + Hits + PutOuts*. An so forth.

summary(best\_subset)  
## Subset selection object  
## Call: regsubsets.formula(Salary ~ ., hitters, nvmax = 19)  
## 19 Variables (and intercept)  
## Forced in Forced out  
## AtBat FALSE FALSE  
## Hits FALSE FALSE  
## HmRun FALSE FALSE  
## Runs FALSE FALSE  
## RBI FALSE FALSE  
## Walks FALSE FALSE  
## Years FALSE FALSE  
## CAtBat FALSE FALSE  
## CHits FALSE FALSE  
## CHmRun FALSE FALSE  
## CRuns FALSE FALSE  
## CRBI FALSE FALSE  
## CWalks FALSE FALSE  
## LeagueN FALSE FALSE  
## DivisionW FALSE FALSE  
## PutOuts FALSE FALSE  
## Assists FALSE FALSE  
## Errors FALSE FALSE  
## NewLeagueN FALSE FALSE  
## 1 subsets of each size up to 19  
## Selection Algorithm: exhaustive  
## AtBat Hits HmRun Runs RBI Walks Years CAtBat CHits CHmRun CRuns  
## 1 ( 1 ) " " " " " " " " " " " " " " " " " " " " " "   
## 2 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " "   
## 3 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " "   
## 4 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " "   
## 5 ( 1 ) "\*" "\*" " " " " " " " " " " " " " " " " " "   
## 6 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " " "   
## 7 ( 1 ) " " "\*" " " " " " " "\*" " " "\*" "\*" "\*" " "   
## 8 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " "\*" "\*"   
## 9 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*"   
## 10 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*"   
## 11 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*"   
## 12 ( 1 ) "\*" "\*" " " "\*" " " "\*" " " "\*" " " " " "\*"   
## 13 ( 1 ) "\*" "\*" " " "\*" " " "\*" " " "\*" " " " " "\*"   
## 14 ( 1 ) "\*" "\*" "\*" "\*" " " "\*" " " "\*" " " " " "\*"   
## 15 ( 1 ) "\*" "\*" "\*" "\*" " " "\*" " " "\*" "\*" " " "\*"   
## 16 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*" " " "\*"   
## 17 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*" " " "\*"   
## 18 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" " " "\*"   
## 19 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## CRBI CWalks LeagueN DivisionW PutOuts Assists Errors NewLeagueN  
## 1 ( 1 ) "\*" " " " " " " " " " " " " " "   
## 2 ( 1 ) "\*" " " " " " " " " " " " " " "   
## 3 ( 1 ) "\*" " " " " " " "\*" " " " " " "   
## 4 ( 1 ) "\*" " " " " "\*" "\*" " " " " " "   
## 5 ( 1 ) "\*" " " " " "\*" "\*" " " " " " "   
## 6 ( 1 ) "\*" " " " " "\*" "\*" " " " " " "   
## 7 ( 1 ) " " " " " " "\*" "\*" " " " " " "   
## 8 ( 1 ) " " "\*" " " "\*" "\*" " " " " " "   
## 9 ( 1 ) "\*" "\*" " " "\*" "\*" " " " " " "   
## 10 ( 1 ) "\*" "\*" " " "\*" "\*" "\*" " " " "   
## 11 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " " "   
## 12 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " " "   
## 13 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 14 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 15 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 16 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 17 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## 18 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## 19 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"

We can also get the RSS, , adjusted , and BIC from the results which help us to assess the best overall model; however, we will illustrate this in the [comparing models](#comparing-models) section. First, let’s look at how to perform stepwise selection.

#### Stepwise selection

For computational reasons, best subset selection cannot be applied when the number of *p* predictor variable is large. est subset selection may also suffer from statistical problems when p is large. The larger the search space, the higher the chance of finding models that look good on the training data, even though they might not have any predictive power on future data. Thus an enormous search space can lead to overfitting and high variance of the coefficient estimates. For both of these reasons, stepwise methods, which explore a far more restricted set of models, are attractive alternatives to best subset selection.

##### Foward stepwise

*Forward stepwise* selection begins with a model containing no predictors, and then adds predictors to the model, one-at-a-time, until all of the predictors are in the model. In particular, at each step the variable that gives the greatest additional improvement to the fit is added to the model.

The three-state process of performing foward stepwise selection includes:

**Step1**:Let denote the null model, which contains no predictors. This model simply predicts the sample mean for each observation.

**step2**: For - Consider all *p-k* models that augument the predictors in with one additional predictor - Choose the best among these *p-k* models, and call it . Here best is defined as having smallest RSS or highest

**Step3:** Select a single best model from among using cross-validated prediction error , AIC, BIC or adjusted

We can perform backward stepwise using regsubsets by setting method = "backward":

backward <- regsubsets(Salary ~ ., hitters,  
 nvmax = 19, method = "backward")

#### Comparing models

So far, I’ve illustrated how to perform the best subset and stepwise procedures. Now let’s discuss how to compare all the models that these approaches output in order to identify the *best* model. That is, let’s perform step 3 discussed in each of the 3-state processes outlined approaches.

1. We can indirectly estimate test error by making an adjustment to the training error to account for the bias due to ovefitting.
2. We can directly estimate the test error, using either a validation set approach or a cross-validation approach.

We consider both of these approaches below.

##### Indirectly estimating test error with , AIC, BIC and adjusted

When performing the best subset or stepwise approaches, the models are selected based on the fact that they minimize the training set mean square error (MSE). Because of this and the fact that using the training MSE and will bias our results we should not use these statstics to determine which of the models is “the best”.

However, a number of technique for adjusting the training error for the model size are available. These approaches can be used to select among a set of models with different number of variables These include:

**Objective: Minimize** - : - : -

**Objective: Maximize** - adjusted : adj = 1 -

where, is the number of predictors and is an estimate of the variance of the error associated with each response measurement in a regression model. Each of these statistics adds a penalty to the training RSS in order to adjust for the fact that the training error tends to underestimate the test error. Clearly, the penalty increases as the number of predictors in the model increases.

Therefore, these statistics provide an unbiased estimate of test MSE. If we perform our model using a training vs. testing validation approach we can use these statistics to determine the preferred model. These statistics are contained in the output provided by the regsubsets function. Let窶冱 extract this information and plot them.

# create training - testing data  
set.seed(1)  
sample <- sample(c(T,F), nrow(hitters), replace=T, prob = c(0.6, 0.4))  
train <- hitters[sample,]  
test <- hitters[!sample,]  
  
# perform best subset selection  
best\_subset <- regsubsets(Salary~., train, nvmax = 19)  
results <- summary(best\_subset)  
  
# extract and plot results  
tibble(predictors = 1:19,  
 adj\_R2 = results$adjr2,  
 Cp = results$cp,  
 BIC = results$bic) %>%   
 gather(statistic, value, -predictors) %>%   
 ggplot(aes(predictors, value, color=statistic))+  
 geom\_line(show.legend = F)+  
 geom\_point(show.legend = F)+  
 facet\_wrap(~statistic, scales="free")
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Here we see that our results identify slightly different models that are considered the best. The adjusted statistic suggests the 10 variable model is preferred, the BIC statistic suggests the 4 variable model, and the suggests the 8 variable model.

which.max(results$adjr2)  
## [1] 10  
which.min(results$bic)  
## [1] 4  
min(results$bic)  
## [1] -124.6282  
which.min(results$cp)  
## [1] 8

We can compare the variables and coefficinets that these models include using the coef function.

# 10 variable model  
coef(best\_subset, 10)  
## (Intercept) AtBat Hits Walks CAtBat CHits   
## -47.3715661 -1.3695666 6.3013473 4.5757613 -0.3118794 1.4799307   
## CHmRun CWalks LeagueN DivisionW PutOuts   
## 1.2971405 -0.5026157 62.5613310 -62.3548737 0.2527181  
  
# 4 variable model  
coef(best\_subset, 4)  
## (Intercept) Runs CAtBat CHits PutOuts   
## -83.1199265 5.5530883 -0.4741822 2.0560595 0.3118252  
  
# 8 variable model  
coef(best\_subset, 8)  
## (Intercept) AtBat Hits Walks CAtBat CHits   
## -59.2371674 -1.4744877 6.6802515 4.4777879 -0.3203862 1.5160882   
## CHmRun CWalks PutOuts   
## 1.1861142 -0.4714870 0.2748103

We could perform the same process using foward and backward stepwise selection and obtain even more options for optimal models. For example, if I assess the optimal for foward/backward stepwise, we see that they suggest that an 8 variable model minimizes the statsitic, similar to the best subset approach above.

forward <- regsubsets(Salary ~ ., train, nvmax = 19, method = "forward")  
backward <- regsubsets(Salary ~ ., train, nvmax = 19, method = "backward")  
  
# which models minimize Cp?  
which.min(summary(forward)$cp)  
## [1] 8  
## [1] 8  
which.min(summary(backward)$cp)  
## [1] 8  
## [1] 8

However, when we assess these models we see that the 8 variable models include different predictors. Although, all models include AtBat, Hits, Walks, CWalks, and PutOuts, there are unique variables in each model.

coef(best\_subset, 8)  
## (Intercept) AtBat Hits Walks CAtBat CHits   
## -59.2371674 -1.4744877 6.6802515 4.4777879 -0.3203862 1.5160882   
## CHmRun CWalks PutOuts   
## 1.1861142 -0.4714870 0.2748103  
## (Intercept) AtBat Hits Walks CAtBat CHits   
## -59.2371674 -1.4744877 6.6802515 4.4777879 -0.3203862 1.5160882   
## CHmRun CWalks PutOuts   
## 1.1861142 -0.4714870 0.2748103  
coef(forward, 8)  
## (Intercept) AtBat Hits Walks CRuns   
## -112.7724200 -2.1421859 8.8914064 5.4283843 0.8555089   
## CRBI CWalks LeagueN PutOuts   
## 0.4866528 -0.9672115 64.1628445 0.2767328  
## (Intercept) AtBat Hits Walks CRuns   
## -112.7724200 -2.1421859 8.8914064 5.4283843 0.8555089   
## CRBI CWalks LeagueN PutOuts   
## 0.4866528 -0.9672115 64.1628445 0.2767328  
coef(backward, 8)  
## (Intercept) AtBat Hits Walks CAtBat CHits   
## -59.2371674 -1.4744877 6.6802515 4.4777879 -0.3203862 1.5160882   
## CHmRun CWalks PutOuts   
## 1.1861142 -0.4714870 0.2748103  
## (Intercept) AtBat Hits Walks CAtBat CHits   
## -59.2371674 -1.4744877 6.6802515 4.4777879 -0.3203862 1.5160882   
## CHmRun CWalks PutOuts   
## 1.1861142 -0.4714870 0.2748103

This highlights two important findings:

1. Different subsetting procedures (best subset vs. forward stepwise vs. backward stepwise) will likely identify different 窶彙est窶? models.
2. Different indirect error test estimate statistics () will likely identify different best models.

This is why it is important to always perform validation; that is to always estiamte the test error directly either by using a validation set or using cross-validation.

##### Directly estimating test error

We now compute the validation set error for the best model of each model size. We first make a model matrix from the test data. The model.matrix function is used in many regression packages for build- ing an 窶弭窶? matrix from data.

test\_m <- model.matrix(Salary~., data = test)

Now we can loop through each moel size (i.e., 1 variable, 2 variables, … 19 variables) and extract the coefficient for the best model of that size, multiply them into the appropriate coluns of the test moel matrix to form the predictors and compute the test MSE.

# create empty vector to fill with erro values  
validation\_errors <- vector("double", length=19)  
  
for(i in 1:19) {  
 coef\_x <- coef(best\_subset, id = i) # extract coefficients for model size i  
 pred\_x <- test\_m[ , names(coef\_x)] %\*% coef\_x # predict salary using matrix algebra  
 validation\_errors[i] <- mean((test$Salary - pred\_x)^2) # compute test error btwn actual & predicted salary  
}  
  
# plot validation errors  
plot(validation\_errors, type = "b")
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Here, we actually see that the 1 variable model produced by the best subset approach produces the lowest test MSE! If we repeat this using a different random value seed, we will get a slightly different model that is the 窶彙est窶?. However, if you recall from the [Resampling Methods](http://uc-r.github.io/resampling_methods) tutorial, this is to be expected when using a training vs. testing validation approach.

# create training - testing data  
set.seed(5)  
sample <- sample(c(TRUE, FALSE), nrow(hitters), replace = T, prob = c(0.6,0.4))  
train <- hitters[sample, ]  
test <- hitters[!sample, ]  
  
# perform best subset selection  
best\_subset <- regsubsets(Salary ~ ., train, nvmax = 19)  
  
# compute test validation errors  
test\_m <- model.matrix(Salary ~ ., data = test)  
validation\_errors <- vector("double", length = 19)  
  
for(i in 1:19) {  
 coef\_x <- coef(best\_subset, id = i) # extract coefficients for model size i  
 pred\_x <- test\_m[ , names(coef\_x)] %\*% coef\_x # predict salary using matrix algebra  
 validation\_errors[i] <- mean((test$Salary - pred\_x)^2) # compute test error btwn actual & predicted salary  
}  
  
# plot validation errors  
plot(validation\_errors, type = "b")
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A more robust approach is to perform cross validation. But before we do, let窶冱 turn our our approach above for computing test errors into a function. Our function pretty much mimics what we did above. The only complex part is how we extracted the formula used in the call to regsubsets. I suggest you work through this line-by-line to understand what each step is doing.

predict.regsubsets <- function(object, newdata, id ,...) {  
 form <- as.formula(object$call[[2]])   
 mat <- model.matrix(form, newdata)  
 coefi <- coef(object, id = id)  
 xvars <- names(coefi)  
 mat[, xvars] %\*% coefi  
 }

We now try to choose among the models of different sizes using k-fold cross-validation. This approach is somewhat involved, as we must perform best subset selection within each of the k training sets. First, we create a vector that allocates each observation to one of k = 10 folds, and we create a matrix in which we will store the results.

k <- 10  
set.seed(1)  
folds <- sample(1:k, nrow(hitters), replace = TRUE)  
cv\_errors <- matrix(NA, k, 19, dimnames = list(NULL, paste(1:19)))  
cv\_errors  
## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19  
## [1,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [2,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [3,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [4,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [5,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [6,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [7,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [8,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [9,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA  
## [10,] NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA

Now we write a for loop that performs cross-validation. In the jth fold, the elements of folds that equal j are in the test set, and the remainder are in the training set. We make our predictions for each model size, compute the test errors on the appropriate subset, and store them in the appropriate slot in the matrix cv\_errors.

for(j in 1:k) {  
   
 # perform best subset on rows not equal to j  
 best\_subset <- regsubsets(Salary ~ ., hitters[folds != j, ], nvmax = 19)  
   
 # perform cross-validation  
 for( i in 1:19) {  
 pred\_x <- predict.regsubsets(best\_subset, hitters[folds == j, ], id = i)  
 cv\_errors[j, i] <- mean((hitters$Salary[folds == j] - pred\_x)^2)  
 }  
 }

This has given us a 10ﾃ?19 matrix, of which the (i,j)th element corresponds to the test MSE for the ith cross-validation fold for the best j-variable model. We use the colMeans function to average over the columns of this matrix in order to obtain a vector for which the jth element is the cross-validation error for the j-variable model.

mean\_cv\_errors <- colMeans(cv\_errors)  
plot(mean\_cv\_errors, type = "b")
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We see that our more robust cross-validation approach selects an 11-variable model. We can now perform best subset selection on the full data set in order to obtain the 11-variable model.

final\_best <- regsubsets(Salary ~ ., data = hitters , nvmax = 19)  
coef(final\_best, 11)  
## (Intercept) AtBat Hits Walks CAtBat   
## 135.7512195 -2.1277482 6.9236994 5.6202755 -0.1389914   
## CRuns CRBI CWalks LeagueN DivisionW   
## 1.4553310 0.7852528 -0.8228559 43.1116152 -111.1460252   
## PutOuts Assists   
## 0.2894087 0.2688277

#### Additional resources

This will get you started with approaches for performing linear model selection; however, understand that there are other approaches for more sophisticated model selection procedures. The following resources will help you learn more:

* [An Introduction to Statistical Learning](http://www-bcf.usc.edu/~gareth/ISLR/)
* [Applied Predictive Modeling](http://appliedpredictivemodeling.com/)
* [Elements of Statistical Learning](https://statweb.stanford.edu/~tibs/ElemStatLearn/)

### Naive Bayes

The **Naive Bayes classifier** is a simple probabilistic classifier which is based on Bayes theorem but with strong assumptions regarding independence. Historically, this technique became popular with application in emal filtering, spam detection and document categorization.

Although it is often outperformed by other techniques, and desipite the naive design and oversimplified assumptions, this classifier can perform well in many complex real-world problems. And since it is a resource efficient algorithm that is fast and scales well, it is definitely a machine learning algorithms to have in your toolkit.

#### tl;dr

This tutorial serves as an introduction to naive Bayes classifier and covers:

1. [Replication requirment](#Naive_Bayes_RR): what you will need to reproduce the analysis in this tutorial.
2. A naive overview: A closer look behind the naive Bayes classifier and its pros and cons
3. caret: Implementing with the caret package.
4. H2O: Implementing with the h2o package.
5. Learning more Where to go from here.

#### Replication requirements

This tutorial leverages the following packages.

library(rsample) # data splitting  
library(dplyr) # data transformation  
library(ggplot2) # data visualization  
library(caret) # implementing with caret  
library(h2o) # implemeting with h2o

To illustrate the naive Bayes classifier, we will use the attrition data that has been included in the rsample package. The goal is to predict employee attrition.

# convert some numeric variables to factors  
  
attrition <- attrition %>%   
 mutate(  
 JobLevel = factor(JobLevel),  
 StockOptionLevel = factor(StockOptionLevel),  
 TrainingTimesLastYear = factor(TrainingTimesLastYear)  
 )  
  
# Create training (70%) and test (30%) sets for the attrition data.  
# Use set.seed for reproducibility  
set.seed(123)  
split <- initial\_split(attrition, prop = .7, strata = "Attrition")  
train <- training(split)  
test <- testing(split)  
  
# distribution of Attrition rates across train & test set  
table(train$Attrition) %>% prop.table()  
##   
## No Yes   
## 0.838835 0.161165  
##   
## No Yes   
## 0.838835 0.161165  
table(test$Attrition) %>% prop.table()  
##   
## No Yes   
## 0.8386364 0.1613636  
##   
## No Yes   
## 0.8386364 0.1613636

#### A Naive overview

##### The idea

The naive Bayes classifier is founded on Bayesian probability, which originated from [Reverend Thomas Bayes](https://en.wikipedia.org/wiki/Thomas_Bayes). Bayesian probability incorporates the concept of conditional probability, the probabilty of event A given that event B has occurred [denoted as . In the context of our attrition data, we are seeking the probability of an employee belonging to attrition class (where and ) given that its predictor values are . This can be written as .

The Bayesian formula for claculating the probability is

where:

* is the *prior* probability of the outcome. Essentially, based on the historical data, what is the probability of an employee attriting or not. As we saw in the above section preparing our training and test sets, our prior probability of an employee attriting was about 16% and the probability of not attriting was about 84%.
* is the probability of the predictor variables (same as .Essentially, based on the historical data, what is the probability of each observed combination of predictor variables. When new data comes in, this becomes our *evidence*.
* is the *conditional probability or likelihood*. Essentially, for each class of the response variable (i.e. attrit or not attrit), what is the probability of observing the predictor values.
* is called our *posterior probability*. By combining our observed information, we are updating our a priori information on probabilities to compute a posterior probability that an observation has class .

We can re-write Eq.(1) in plaini english as:

Although Eq. (1) has simplistic beauty on its surface, it becomes complex and interactable as the number of predictor variables grow. In fact, to compute the posterior probability for a response variable with *m* classes and a data set with *p* predictors, Eq. (1) would require probabilities computed. Sor for our attrition data, we have 2 classes (attrition vs. non-attrition) and 31 variables, requiring 2,147,483,648 probabilities computed.

##### The simplified classifier

Consequently, the naive Bayes classifier makes a simplifying assumption (hence the name) to allow the computation to scale. With naive Bayes, we assume that the predictor variables are *conditionally independent* of one another given the response value. This is an extremely strong assumption. We can see quickly that our attrition data violates this as we have several moderately to strongly correlated variables.

train %>%  
 filter(Attrition == "Yes") %>%   
 select\_if(is.numeric) %>%   
 cor() %>%   
 corrplot::corrplot()
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However, by making this assumption, we can simplify our calculation such that the posterior probability is simply the product of the probability distribution for each individual variable conditioned on the response category (Eq. 2). Now we are only required to compute probabilities (this equates to 62 probabilities for our data set), a far more managable task.

For categorical variables, this computation is quite simple as you just use the frequencies from the data. However, when including continuous predictor variables often an assumption of normality is made so that we can use the probability from the variable窶冱 probability density function. If we pick a handful of our numeric features we quickly see assumption of normality is not always fair.

train %>%   
 dplyr::select(Age,DailyRate,DistanceFromHome, HourlyRate, MonthlyIncome, MonthlyRate) %>%   
 gather(metric, value) %>%   
 ggplot(aes(value, fill=metric))+  
 geom\_density(show.legend = FALSE)+  
 facet\_wrap(~metric, scales="free")
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Granted, some numeric features may be normalized with a Box-Cox transformation; however, as you will see in this tutorial we can also use non-parametric kernel density estimators to try get a more accurate representation of continuous variable probabilities. Ultimately, transforming the distributions and selecting an estimator is part of the modeling development and tuning process.

##### Laplace Smoother

One additional issue to be aware of - since naﾃｯve Bayes uses the product of feature probabilities conditioned on each class, we run into a serious problem when new data includes a feature value that never occurs for one or more levels of a response class. What results is for this individual feature adn this zero will ripple through the entire multiplication of all features and this zero will ripple through the entire multiplication of all features and will always force the posterior probability to be zero for that class.

A solution to this problem involves using the **Laplace smooother**. The Laplace smooother adds a small number to each of the counts in the frequencies for each feature, which ensures that each feature has a nonzero probability of occuring for each class. Typically, a value of one to two for the Laplace smoother is sufficient, but this is a tuning parameter to incorporate and optimize with cross validation.

##### Advantage and Shortcomins

The naﾃｯve Bayes classifier is simple (both intuitively and computationally), fast, performs well with small amounts of training data, and scales well to large data sets. The greatest weakness of the naﾃｯve Bayes classifier is that it relies on an often-faulty assumption of equally important and independent features which results in biased posterior probabilities. Although this assumption is rarely met, in practice, this algorithm works surprisingly well. This is primarily because what is usually needed is not a propensity (exact posterior probability) for each record that is accurate in absolute terms but just a reasonably accurate rank ordering of propensities.

For example, we may not care about the exact posterior probability of attrition, we just want to know for a given observation, is the posterior probability of attriting larger than not attriting. Even when the assumption is violated, the rank ordering of the records窶? propensities is typically preserved. Consequentely, naﾃｯve Bayes is often a surprisingly accurate algorithm; however, on average it rarely can compete with the accuracy of advanced tree-based methods (random forests & gradient boosting machines) but is definitely worth having in your toolkit.

#### Implementation

There are several packages to apply naive Bayes (i.e., e1071, klaR, naivebayes, bnclassify). This tutorial demonstrates using the caret and h2o packages. caret allows us to use different naive Bayes packages above but in a common framework, and also allows for easy cross validation and tuning. h2o allows us to perform naive Bayes in a powerful and scalable architecture.

##### caret

First, we apply a naive Bayes model with 10-fold cross validation, which gets 83% accuracy. Consider about 83% of our obsevations in our training set do not attrit, our overall accuracy is not better than if we just predicted “No” attrition for every observation.

library(caret)  
  
# create response and feature data  
features <- setdiff(names(train), "Attrition")  
features  
## [1] "Age" "BusinessTravel"   
## [3] "DailyRate" "Department"   
## [5] "DistanceFromHome" "Education"   
## [7] "EducationField" "EnvironmentSatisfaction"   
## [9] "Gender" "HourlyRate"   
## [11] "JobInvolvement" "JobLevel"   
## [13] "JobRole" "JobSatisfaction"   
## [15] "MaritalStatus" "MonthlyIncome"   
## [17] "MonthlyRate" "NumCompaniesWorked"   
## [19] "OverTime" "PercentSalaryHike"   
## [21] "PerformanceRating" "RelationshipSatisfaction"  
## [23] "StockOptionLevel" "TotalWorkingYears"   
## [25] "TrainingTimesLastYear" "WorkLifeBalance"   
## [27] "YearsAtCompany" "YearsInCurrentRole"   
## [29] "YearsSinceLastPromotion" "YearsWithCurrManager"  
  
x <- train[, features]  
y <- train$Attrition  
  
# set up 10-fold cross validation procedure  
train\_control <- trainControl(  
 method = "cv",  
 number = 10  
)  
  
# train model  
nb.m1 <- caret::train(  
 x = x,  
 y = y,  
 method = "nb",  
 trControl = train\_control  
)  
# results   
confusionMatrix(nb.m1)  
## Cross-Validated (10 fold) Confusion Matrix   
##   
## (entries are percentual average cell counts across resamples)  
##   
## Reference  
## Prediction No Yes  
## No 76.6 8.2  
## Yes 7.3 8.0  
##   
## Accuracy (average) : 0.8456

We can turn the few hyperparameters that a naive Bayes model has.

* usekernel: parameter allows us to use a kernel density estimate for continuous variables versus a guassian density estimate,
* adjust: allows us to adjust the bandwidth of the kernel density (larger numbers mean more flexible density estimate),
* fL: allows us to incorporate the Laplace smoother.

If we just tuned our modelwith the above parameters, we are able to lift our accuracy to 85%; however, by incorporating some preprocessing of our features (normalize with Box Cox, standardize with center-scaling, and reducing with PCA), we actually get about another 2% lift in our accuracy.

# set up tuning grid  
search\_grid <- expand.grid(  
 usekernel = c(TRUE, FALSE),  
 fL = 0:5,  
 adjust = seq(0, 5, by = 1)  
)  
  
# train model  
nb.m2 <- train(  
 x = x,  
 y = y,  
 method = "nb",  
 trControl = train\_control,  
 tuneGrid = search\_grid,  
 preProc = c("BoxCox", "center", "scale", "pca")  
 )  
  
# top 5 model  
nb.m2$results %>%   
 top\_n(5, wt=Accuracy) %>%   
 arrange(Desc(Accuracy))  
## usekernel fL adjust Accuracy Kappa AccuracySD KappaSD  
## 1 TRUE 1 3 0.8737864 0.4435322 0.02858175 0.1262286  
## 2 TRUE 0 2 0.8689320 0.4386202 0.02903618 0.1155707  
## 3 TRUE 2 3 0.8689320 0.4750282 0.02830559 0.0970368  
## 4 TRUE 2 4 0.8689320 0.4008608 0.02432572 0.1234943  
## 5 TRUE 4 5 0.8689320 0.4439767 0.02867321 0.1354681  
  
  
# plot search grid results  
plot(nb.m2)

# results for best model  
confusionMatrix(nb.m2)  
  
## Cross-Validated (10 fold) Confusion Matrix   
##   
## (entries are percentual average cell counts across resamples)  
##   
## Reference  
## Prediction No Yes  
## No 80.8 9.5  
## Yes 3.1 6.6  
##   
## Accuracy (average) : 0.8738

We can assess the accuracy on our final holdout test set. Its obvious that our model is not capturing a large percentage of our actual attritions (illustrated by our low specificity).

pred <- predict(nb.m2, newdata = test)  
confusionMatrix(pred, test$Attrition)  
## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 349 41  
## Yes 20 30  
##   
## Accuracy : 0.8614   
## 95% CI : (0.8255, 0.8923)  
## No Information Rate : 0.8386   
## P-Value [Acc > NIR] : 0.10756   
##   
## Kappa : 0.4183   
## Mcnemar's Test P-Value : 0.01045   
##   
## Sensitivity : 0.9458   
## Specificity : 0.4225   
## Pos Pred Value : 0.8949   
## Neg Pred Value : 0.6000   
## Prevalence : 0.8386   
## Detection Rate : 0.7932   
## Detection Prevalence : 0.8864   
## Balanced Accuracy : 0.6842   
##   
## 'Positive' Class : No   
##

#### h2o

Lets go ahead and start up h2o:

# start up h2o  
library(h2o)  
h2o.no\_progress()  
h2o.init()  
##   
## H2O is not running yet, starting it now...  
##   
## Note: In case of errors look at the following log files:  
## C:\Users\KOJIKM~1.MIZ\AppData\Local\Temp\RtmpOepbM3/h2o\_KojiKM\_Mizumura\_started\_from\_r.out  
## C:\Users\KOJIKM~1.MIZ\AppData\Local\Temp\RtmpOepbM3/h2o\_KojiKM\_Mizumura\_started\_from\_r.err  
##   
##   
## Starting H2O JVM and connecting: . Connection successful!  
##   
## R is connected to the H2O cluster:   
## H2O cluster uptime: 3 seconds 996 milliseconds   
## H2O cluster timezone: Asia/Tokyo   
## H2O data parsing timezone: UTC   
## H2O cluster version: 3.22.1.1   
## H2O cluster version age: 5 months !!!   
## H2O cluster name: H2O\_started\_from\_R\_KojiKM.Mizumura\_sjc551   
## H2O cluster total nodes: 1   
## H2O cluster total memory: 1.96 GB   
## H2O cluster total cores: 4   
## H2O cluster allowed cores: 4   
## H2O cluster healthy: TRUE   
## H2O Connection ip: localhost   
## H2O Connection port: 54321   
## H2O Connection proxy: NA   
## H2O Internal Security: FALSE   
## H2O API Extensions: Algos, AutoML, Core V3, Core V4   
## R Version: R version 3.6.0 (2019-04-26)

We can compute a naﾃｯve Bayes model in h2o with h2o.naiveBayes. Here we use the default model with no Laplace smoother. We experience similar results on our training cross validation as we did using caret.

# create feature names  
y <- "Attrition"  
x <- setdiff(names(train), y)  
  
library(magrittr)  
# h2o cannot ingest ordered factors  
train.h2o <- train %>%  
 mutate\_if(is.factor, factor, ordered=FALSE) %>%   
 as.h2o()  
  
# train model  
nb.h2o <- h2o.naiveBayes(  
 x = x,  
 y = y,  
 training\_frame = train.h2o,  
 nfolds = 10,  
 laplace = 0  
)  
  
# assess results  
h2o.confusionMatrix(nb.h2o)  
## Confusion Matrix (vertical: actual; across: predicted) for max f1 @ threshold = 0.803034027013974:  
## No Yes Error Rate  
## No 815 49 0.056713 =49/864  
## Yes 74 92 0.445783 =74/166  
## Totals 889 141 0.119417 =123/1030  
## Confusion Matrix (vertical: actual; across: predicted) for max f1 @ threshold = 0.751627773135859:  
## No Yes Error Rate  
## No 812 52 0.060185 =52/864  
## Yes 77 89 0.463855 =77/166  
## Totals 889 141 0.125243 =129/1030

We can also do some feature preprocessing as we did with caret and tune the Laplace smoother using h2o.grid. We don窶冲 see much improvement.

# do a little preprocessing  
preprocess <- preProcess(train, method = c("BoxCox", "center", "scale", "pca"))  
train\_pp <- predict(preprocess, train)  
test\_pp <- predict(preprocess, test)  
  
# convert to h2o objects  
train\_pp.h2o <- train\_pp %>%   
 mutate\_if(is.factor, factor, ordered=FALSE) %>%   
 as.h2o()  
  
test\_pp.h2o <- test\_pp %>%   
 mutate\_if(is.factor, factor, ordered=FALSE) %>%   
 as.h2o()  
  
# get new feature names -> PCA preprocessing reduced and changed some fe  
x <- setdiff(names(train\_pp), "Attrition")  
y <- "Attrition"  
  
# create tuning grid  
hyper\_params <- list(  
 laplace = seq(0,5, by = 0.5)  
)  
  
# build grid search  
grid <- h2o.grid(  
 algorithm = "naivebayes",  
 grid\_id = "nb\_grid",  
 x = x,  
 y = y,  
 training\_frame = train\_pp.h2o,  
 nfolds = 10,  
 hyper\_params = hyper\_params  
)  
  
# sort the grid models by mse  
sorted\_grid <- h2o.getGrid("nb\_grid", sort\_by = "accuracy",  
 decreasing = TRUE)  
sorted\_grid  
## H2O Grid Details  
## ================  
##   
## Grid ID: nb\_grid   
## Used hyper parameters:   
## - laplace   
## Number of models: 11   
## Number of failed models: 0   
##   
## Hyper-Parameter Search Summary: ordered by decreasing accuracy  
## laplace model\_ids accuracy  
## 1 0.5 nb\_grid\_model\_2 0.8786407766990292  
## 2 4.0 nb\_grid\_model\_9 0.8776699029126214  
## 3 3.5 nb\_grid\_model\_8 0.8766990291262136  
## 4 2.5 nb\_grid\_model\_6 0.874757281553398  
## 5 5.0 nb\_grid\_model\_11 0.870873786407767  
## 6 3.0 nb\_grid\_model\_7 0.8669902912621359  
## 7 1.5 nb\_grid\_model\_4 0.8631067961165049  
## 8 4.5 nb\_grid\_model\_10 0.8631067961165049  
## 9 2.0 nb\_grid\_model\_5 0.8592233009708738  
## 10 1.0 nb\_grid\_model\_3 0.8475728155339806  
## 11 0.0 nb\_grid\_model\_1 0.8203883495145631  
## H2O Grid Details  
## ================  
##   
## Grid ID: nb\_grid   
## Used hyper parameters:   
## - laplace   
## Number of models: 11   
## Number of failed models: 0   
##   
## Hyper-Parameter Search Summary: ordered by decreasing accuracy  
## laplace model\_ids accuracy  
## 1 2.5 nb\_grid\_model\_5 0.8572815533980582  
## 2 5.0 nb\_grid\_model\_10 0.8572815533980582  
## 3 3.0 nb\_grid\_model\_6 0.8533980582524272  
## 4 2.0 nb\_grid\_model\_4 0.8504854368932039  
## 5 1.5 nb\_grid\_model\_3 0.8466019417475728  
## 6 4.5 nb\_grid\_model\_9 0.8407766990291262  
## 7 0.5 nb\_grid\_model\_1 0.8398058252427184  
## 8 4.0 nb\_grid\_model\_8 0.8339805825242719  
## 9 3.5 nb\_grid\_model\_7 0.8281553398058252  
## 10 1.0 nb\_grid\_model\_2 0.8194174757281554  
## 11 0.0 nb\_grid\_model\_0 0.8009708737864077  
  
# grab top model id  
best\_h2o\_model <- sorted\_grid@model\_ids[[1]]  
best\_model <- h2o.getModel(best\_h2o\_model)  
  
# confusion matrix of best model  
h2o.confusionMatrix(best\_model)  
## Confusion Matrix (vertical: actual; across: predicted) for max f1 @ threshold = 0.384614509559317:  
## No Yes Error Rate  
## No 793 71 0.082176 =71/864  
## Yes 58 108 0.349398 =58/166  
## Totals 851 179 0.125243 =129/1030  
  
# ROC curve  
auc <- h2o.auc(best\_model, xval = TRUE)  
fpr <- h2o.performance(best\_model, xval = TRUE) %>% h2o.fpr() %>% .[['fpr']]  
tpr <- h2o.performance(best\_model, xval = TRUE) %>% h2o.tpr() %>% .[['tpr']]  
  
data.frame(fpr = fpr,  
 tpr = tpr) %>%   
 ggplot(aes(fpr, tpr))+  
 geom\_line()+  
 ggtitle(sprintf('AUC: %f', auc))
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Once we窶况e identified the optimal model we can assess on our test set.

# evaluate on test set  
h2o.performance(best\_model, newdata = test\_pp.h2o)  
## H2OBinomialMetrics: naivebayes  
##   
## MSE: 0.1036054  
## RMSE: 0.321878  
## LogLoss: 0.3961723  
## Mean Per-Class Error: 0.2148364  
## AUC: 0.8100118  
## pr\_auc: 0.5257453  
## Gini: 0.6200237  
##   
## Confusion Matrix (vertical: actual; across: predicted) for F1-optimal threshold:  
## No Yes Error Rate  
## No 304 65 0.176152 =65/369  
## Yes 18 53 0.253521 =18/71  
## Totals 322 118 0.188636 =83/440  
##   
## Maximum Metrics: Maximum metrics at their respective thresholds  
## metric threshold value idx  
## 1 max f1 0.209868 0.560847 117  
## 2 max f2 0.169826 0.669856 133  
## 3 max f0point5 0.512767 0.618182 50  
## 4 max accuracy 0.512767 0.877273 50  
## 5 max precision 0.965328 1.000000 0  
## 6 max recall 0.000016 1.000000 399  
## 7 max specificity 0.965328 1.000000 0  
## 8 max absolute\_mcc 0.512767 0.497362 50  
## 9 max min\_per\_class\_accuracy 0.169826 0.788618 133  
## 10 max mean\_per\_class\_accuracy 0.169826 0.788675 133  
##   
## Gains/Lift Table: Extract with `h2o.gainsLift(<model>, <data>)` or `h2o.gainsLift(<model>, valid=<T/F>, xval=<T/F>)`  
## H2OBinomialMetrics: naivebayes

# predict new data  
h2o.predict(nb.h2o, newdata = test\_pp.h2o)  
## predict No Yes  
## 1 No 0.7518712 0.248128833  
## 2 No 0.9545763 0.045423728  
## 3 No 0.9972380 0.002761993  
## 4 No 0.9892572 0.010742778  
## 5 No 0.7700278 0.229972157  
## 6 No 0.2774100 0.722590033  
##   
## [440 rows x 3 columns]  
## predict No Yes  
## 1 No 0.9851309 0.014869060  
## 2 No 0.9109746 0.089025413  
## 3 No 0.9947524 0.005247592  
## 4 No 0.9694504 0.030549563  
## 5 No 0.9683716 0.031628419  
## 6 No 0.9836910 0.016308996  
##   
## [440 rows x 3 columns]  
  
# shut down h2o  
h2o.shutdown(prompt = FALSE)  
## [1] TRUE  
## [1] TRUE

#### Learning more

Although we did not see much improvement over the baseline response class proportions in this example, the naﾃｯve Bayes classifier is often hard to beat in terms of CPU and memory consumption as shown by Huang, J. (2003), and in certain cases its performance can be very close to more complicated and slower techniques. Consquently, its a solid technique to have in your toolkit. If you want to dig deeper into this classifier, I would start with:

* [Andrew Moore窶冱 tutorials](http://www.cs.cmu.edu/~./awm/tutorials/naive.html)
* [Naive Bayes classifiers by Kevin Murphy](https://datajobsboard.com/wp-content/uploads/2017/01/Naive-Bayes-Kevin-Murphy.pdf)
* [Data Mining and Predictive Analytics, Ch. 14](https://www.amazon.com/Mining-Predictive-Analytics-Daniel-Chantal/dp/8126559136/ref=sr_1_1?ie=UTF8&qid=1524231609&sr=8-1&keywords=data+mining+and+predictive+analytics+2nd+edition+%2C+by+larose)

### Logistic regression

Logistic regression (aka logit regressionor logit model) was developed by statistician David Cox in 1958 and is a regression model where the response variable Y is categorical. Logistic regression allows us to estimate the probability of a categorical response based on one or more predictor variables (). It allows one to say that the presence of a predictor increases (or decreases) the probability of a given outcome by a specific percentage. This tutorial covers the case when Y is binary 窶? that is, where it can take only two values, 窶?0窶? and 窶?1窶?, which represent outcomes such as pass/fail, win/lose, alive/dead or healthy/sick. Cases where the dependent variable has more than two outcome categories may be analysed with multinomial logistic regression, or, if the multiple categories are ordered, in ordinal logistic regression. However, *discriminant analysis* has become a popular method for multi-class classification so our next tutorial will focus on that technique for those instances.

#### tl;dr

This turorial serves as an introudction to logistic regression and covers:

1. [Replication requirements](#log-pre-requisite): What you窶冤l need to reproduce the analysis in this tutorial
2. [Why logistic regression](#why-logit): Why use logistic regression?
3. [Preparing our data](#logit-data): Prepare our data for modeling
4. Simple Logistic regression: Predicting the probability of response Y with a single predictor variable X
5. Multiple Logistic regression: Predicting the probability of response Y with multiple predictor variables
6. Model evaluation & diagnostics: How well does the model fit the data? Which predictors are most important? Are the predictions accurate?

#### Replication requirements

This tutorial primarily leverages the Default data provided by the ISLR package. This is simulated data set containing information on ten thousand customers such as whether the customer defaulted, is a student, the average balance carried by the customer and the income of the customer. We窶冤l also use a few packages that provide data manipulation, visualization, pipeline modeling functions, and model output tidying functions.

library(tidyverse)  
library(modelr)  
library(broom)  
  
# load data  
(default <- as\_tibble(ISLR::Default))  
## # A tibble: 10,000 x 4  
## default student balance income  
## <fct> <fct> <dbl> <dbl>  
## 1 No No 730. 44362.  
## 2 No Yes 817. 12106.  
## 3 No No 1074. 31767.  
## 4 No No 529. 35704.  
## 5 No No 786. 38463.  
## 6 No Yes 920. 7492.  
## 7 No No 826. 24905.  
## 8 No Yes 809. 17600.  
## 9 No No 1161. 37469.  
## 10 No No 0 29275.  
## # ... with 9,990 more rows

#### Why Logistic regression

Linear regression is not approproate in the case of qualitative response. Why not? Suppose that we are trying to predict the medical condition of a patient in the emergency room on the basis of her symptoms. In this simplified example, there are three possible diagnoses: *stroke*, *drug overdose*, and *epileptic seizure*. We could consider encoding these values as a quantitative response variable, Y , as follows:

$$
Y = 1, if stroke; \\
2, if drug overdose; \\
3, if epileptic seizure
$$

Using this coding, least squares could be used to fit a linear regression model to predict Y on the basis of a set of predictors . . Unfortunately, this coding implies an ordering on the outcomes, putting drug overdose in between stroke and epileptic seizure, and insisting that the difference between stroke and drug overdose is the same as the difference between drug overdose and epileptic seizure. In practice there is no particular reason that this needs to be the case. For instance, one could choose an equally reasonable coding,

which would imply a totally different relationship among the three conditions. Each of these codings would produce fundamentally different linear models that would ultimately lead to different sets of predictions on test observations.

More relevant to our data, if we are trying to classify a customer as a high- vs. low-risk defaulter based on their balance we could use linear regression; however, the left figure below illustrates how linear regression would predict the probability of defaulting. Unfortunately, for balances close to zero we predict a negative probability of defaulting; if we were to predict for very large balances, we would get values bigger than 1. These predictions are not sensible, since of course the true probability of defaulting, regardless of credit card balance, must fall between 0 and 1.

default %>% colnames()  
## [1] "default" "student" "balance" "income"  
  
lm <- lm(default ~ balance, data=default)  
glm <- glm(default ~ balance, data=default, family = "binomial")

To avoid this problem, we must model p(X) using a function that gives outputs between 0 and 1 for all values of X. Many functions meet this description. In logistic regression, we use the logistic function, which is defined in Eq. 1 and illustrated in the right figure above.

$$
p(x) = \frac{e^{\beta\_o + \beta\_1X}}{1+e^{\beta\_o + \beta\_1X}
$$

#### Preparing our data

As in the regression tutorial, we will split our data into a training (60%) and testing (40%) data sets so we can assess how well our model performs on an out-of-sample data set.

set.seed(123)  
sample <- sample(c(TRUE, FALSE), nrow(default), replace = T, prob = c(0.6,0.4))  
train <- default[sample, ]  
test <- default[!sample, ]

#### Simple logistic regression

We will fit a logistic regression model in order to predict the probability of a customer defaulting based on the average balance carried by the customer. The glm function fits generalized linear models, a class of models that includes logistic regression. The syntax of the glm function is similar to that of lm, except that we must pass the argument family = binomial in order to tell R to run a logistic regression rather than some other type of generalized linear model.

model1 <- glm(default ~ balance, family = "binomial",  
 data = train)

In the background the glm, uses *maximum likelihood* to fit the model. The basic intuition behind using maximum likelihood to fit a logistic regression model is as follows: we seek estimates for and such that the predicted probability of default for each individual, using Eq.1, corresponds as closely as possible to the individual’s observed default status. In other words, we try to find and 1 such that plugging these estimates into the model for , given in Eq. 1, yields a number close to one for all individuals who defaulted, and a number close to zero for all individuals who did not. This intuition can be formalized using a mathematical equation called a likelihood function:

The estimates are chosen to *maximize* this likelihood function. Maximum likelihood is very general approach that is used to fit many of the non-linear models that we will examine in future totorial. What resuls is an S-shaped probability curve illustrated below (note that to plot the logistic regression fit line, we need to convert our response variable to a binary coded variable)

default %>%  
 mutate(prob = ifelse(default == "Yes", 1, 0)) %>%  
 ggplot(aes(balance, prob)) +  
 geom\_point(alpha = .15) +  
 geom\_smooth(method = "glm", method.args = list(family = "binomial")) +  
 ggtitle("Logistic regression model fit") +  
 xlab("Balance") +  
 ylab("Probability of Default")

![](data:image/png;base64,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)

Similar to linear regression we can assess the model using summary or glance. Note that the coefficient output format is similar to what we saw in linear regression; however, the goodness-of-fit details at the bottom of summary differ. We窶冤l get into this more later but just note that you see the word deviance. Deviance is analogous to the sum of squares calculations in linear regression and is a measure of the lack of fit to the data in a logistic regression model. The null deviance represents the difference between a model with only the intercept (which means 窶從o predictors窶?) and a saturated model (a model with a theoretically perfect fit). The goal is for the model deviance (noted as *Residual deviance*) to be lower; smaller values indicate better fit. In this respect, the null model provides a baseline upon which to compare predictor models.

summary(model1)  
##   
## Call:  
## glm(formula = default ~ balance, family = "binomial", data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2905 -0.1395 -0.0528 -0.0189 3.3346   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.101e+01 4.887e-01 -22.52 <2e-16 \*\*\*  
## balance 5.669e-03 2.949e-04 19.22 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1723.03 on 6046 degrees of freedom  
## Residual deviance: 908.69 on 6045 degrees of freedom  
## AIC: 912.69  
##   
## Number of Fisher Scoring iterations: 8  
##   
## Call:  
## glm(formula = default ~ balance, family = "binomial", data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2905 -0.1395 -0.0528 -0.0189 3.3346   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.101e+01 4.887e-01 -22.52 <2e-16 \*\*\*  
## balance 5.669e-03 2.949e-04 19.22 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1723.03 on 6046 degrees of freedom  
## Residual deviance: 908.69 on 6045 degrees of freedom  
## AIC: 912.69  
##   
## Number of Fisher Scoring iterations: 8

##### Asessing coefficients

The below table shows the coefficient estimates and related information that result from fitting a logistic regression model in order to predict the probability of default = Yes using balance. Bear in mind that the coefficient estimates from logistic regression characterize the relationship between the predictor and response variable on a *log-odds* scale (see Ch. 3 of ISLR1 for more details). Thus, we see that $\hatﾎｲ\_1=0.0057$ ; this indicates that an increase in balance is associated with an increase in the probability of default. To be precise, a one-unit increase in balance is associated with an increase in the log odds of default by 0.0057 units.

broom::tidy(model1)  
## # A tibble: 2 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) -11.0 0.489 -22.5 2.66e-112  
## 2 balance 0.00567 0.000295 19.2 2.53e- 82  
## term estimate std.error statistic p.value  
## 1 (Intercept) -11.006277528 0.488739437 -22.51972 2.660162e-112  
## 2 balance 0.005668817 0.000294946 19.21985 2.525157e-82

We can further interpret the *balance* coefficient as - for every one dollar increase in monthly balance carried, the odds of the customer defaulting increases by a factor of 1.0057.

exp(coef(model1))  
## (Intercept) balance   
## 1.659718e-05 1.005685e+00

Many aspects of the coefficient output are similar to those discussed in the linear regression output. For example, we measure the confidence intervals and accuracy of the coefficient estimates by computing their standard errors. For instance, $\hatﾎｲ\_1$ has a p-value < and the probability of defaulting. We can also use the standard errors to get confidence intervals as we did in the linear regression tutorial:

confint(model1)  
## 2.5 % 97.5 %  
## (Intercept) -12.007610373 -10.089360652  
## balance 0.005111835 0.006269411

##### Making predictions

Once the coefficients have benn estimated, it is a simple matter to comupte the probability of default for any given credit card balance. Mathematically, using the coefficient estimates from our model we predict that the default probability for an individual with a balance of $1,000 is less than 0.5%

$$ p(x) = = 0.004785

, where \_o = -11.0063, 0.0057 $$

We can predict the probability of defaulting in R using the predict function (be sure to include type = "response"). Here we compare the probability of defaulting based on balances of $1000 and $2000. As you can see as the balance moves from $1000 to $2000 the probability of defaulting increases signficantly, from 0.5% to 58%!

predict(model1,   
 data.frame(balance = c(1000, 2000)),   
 type = "response")  
## 1 2   
## 0.004785057 0.582089269  
## 1 2   
## 0.004785057 0.582089269

One can also use qualitative predictors with the logistic regression model. As an example, we can fit a model that uses the student variable.

model2 <- glm(default ~ student, family = "binomial", data = train)  
  
tidy(model2)  
## # A tibble: 2 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) -3.55 0.0934 -38.1 0   
## 2 studentYes 0.441 0.149 2.96 0.00311  
## term estimate std.error statistic p.value  
## 1 (Intercept) -3.5534091 0.09336545 -38.05914 0.000000000  
## 2 studentYes 0.4413379 0.14927208 2.95660 0.003110511

The coefficient associated with student = Yes is positive, and the associated p-value is statistically significant. This indicates that students tend to have higher default probabilities than non-students. In fact, this model suggests that a student has nearly twice the odds of defaulting than non-students. However, in the next section we窶冤l see why.

$$ p(default = Yes|student = Yes) = =0.0426 \

p(default = Yes|student = No) = =0.0426

$$

predict(model2, data.frame(student = factor(c("Yes", "No"))), type = "response")  
## 1 2   
## 0.04261206 0.02783019  
## 1 2   
## 0.04261206 0.02783019

#### Multiple logistic regression

We can also extend our model as seen in Eq. 1 so that we can predict a binary response using multiple predictors where ) are p predictors:

Let窶冱 go ahead and fit a model that predicts the probability of *default* based on the balance, income (in thousands of dollars), and student status variables. There is a surprising result here. The p-values associated with balance and student=Yes status are very small, indicating that each of these variables is associated with the probability of defaulting. However, the coefficient for the student variable is negative, indicating that students are less likely to default than non-students. In contrast, the coefficient for the student variable in model 2, where we predicted the probability of default based only on student status, indicated that students have a greater probability of defaulting. What gives?

model3 <- glm(default ~ balance + income + student, family = "binomial", data = train)  
tidy(model3)  
## # A tibble: 4 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) -10.9 0.648 -16.8 1.47e-63  
## 2 balance 0.00591 0.000310 19.0 7.90e-81  
## 3 income -0.00000501 0.0000108 -0.465 6.42e- 1  
## 4 studentYes -0.809 0.313 -2.58 9.78e- 3

The right-hand panel of the figure below provides an explanation for this discrepancy. The variables student and balance are correlated. Students tend to hold higher levels of debt, which is in turn associated with higher probability of default. In other words, students are more likely to have large credit card balances, which, as we know from the left-hand panel of the below figure, tend to be associated with high default rates. Thus, even though an individual student with a given credit card balance will tend to have a lower probability of default than a non-student with the same credit card balance, the fact that students on the whole tend to have higher credit card balances means that overall, students tend to default at a higher rate than non-students. This is an important distinction for a credit card company that is trying to determine to whom they should offer credit. A student is riskier than a non-student if no information about the student窶冱 credit card balance is available. However, that student is less risky than a non-student with the same credit card balance!

This simple example illustrates the dangers and subtleties associated with performing regressions involving only a single predictor when other predictors may also be relevant. The results obtained using one predictor may be quite different from those obtained using multiple predictors, especially when there is correlation among the predictors. This phenomenon is known as *confounding*.

In the case of multiple predictor variables sometimes we want to understand which variable is the most influential in predicting the response (Y) variable. We can do this with varImp from the caret package. Here, we see that *balance* is the most important by a large margin whereas student status is less important followed by income (which was found to be insignificanbt anyways (p = .64)).

caret::varImp(model3)  
## Overall  
## balance 19.0403764  
## income 0.4647343  
## studentYes 2.5835947

As before, we can easily make predictions with this model. For example, a student with a credit card balance of and an income of has an estimated probability of default of

$$ p(X) = p(X) = = 0.054

$$

A non-student with the same balance and income has an estimated probability of default of

new.df <- tibble(balance = 1500, income = 40, student = c("Yes", "No"))  
predict(model3, new.df, type = "response")  
## 1 2   
## 0.05437124 0.11440288  
## 1 2   
## 0.05437124 0.11440288

Thus, we see that for the given balance and income (although income is insignificant) a student has about half the probability of defaulting than a non-student.

#### Mode evaluation & diagnostics

So far three logistic regression models have been built and the coefficients have been examined. However, some critical questions remain. Are the models any good? How well does the model fit the data? And how accurate are the predictions on an out-of-sample data set?

##### Goodness of fit

In the linear regression tutorial we saw how the F-statistic, and adjusted and residual diagnostics inform us of how good the model fits the data. Here, we will look at a few ways to assess the goodness of fit ofr our logit models.

##### Likelihood ratio test

First, we can use a *Likelihood Ratio Test* to assess if our models are improving the fit. Adding predictor variables to a model will almost always improve the model fit (i.e. increase the log likelihood and reduce the model deviance compared to the null deviance), but it is necessary to test whether the observed difference in model fit is statistically significant. We can use *anova* to perform this test. The results indicate that, compared to model1, model3 reduces the residual deviance by over 13 (remember, a goal of logistic regression is to find a model that minimizes deviance residuals). More imporantly, this improvement is statisticallly significant at p = 0.001. This suggests that model3 does provide an improved model fit.

anova(model1, model3, test="Chisq")  
## Analysis of Deviance Table  
##   
## Model 1: default ~ balance  
## Model 2: default ~ balance + income + student  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)   
## 1 6045 908.69   
## 2 6043 895.02 2 13.668 0.001076 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

##### pseudo

Unlike linear regression with ordinary least squares estimation, there is no statistic which explains the proportion of variance in the dependent variable that is explained by the predictors. However, there are a number of pseudo metrics that could be of value. Most notable is [McFadden’s](http://stats.stackexchange.com/questions/82105/mcfaddens-pseudo-r2-interpretation) , which is defined as

where is the log likelihood value for the fitted model and ln(LM\_0) is the log likelohood for the null model with only an intercept as a predictor. The measure ranges from 0 to just under 1, with values closer to zero indicating that the model has no predictive power. However, unlike in linear regression, models rarely achieve a high McFadden . In fact, in McFadden窶冱 own words models with a McFadden pseudo represents a very good fit. We can assess McFadden’s pseudo values for our models with:

list(  
 model1 = pscl::pR2(model1)["McFadden"],   
 model2 = pscl::pR2(model2)["McFadden"],   
 model3 = pscl::pR2(model3)["McFadden"])  
## $model1  
## McFadden   
## 0.4726215   
##   
## $model2  
## McFadden   
## 0.004898314   
##   
## $model3  
## McFadden   
## 0.4805543

##### Residual assessment

Keep in mind that logistic regression does not assume the residuals are normally distributed nor that the variance is constant. However, the deviance residual is useful for determining if individual points are not well fit by the model. Here we can fit the standardized deviance residuals to see how many exceed 3 standard deviations. First we extract several useful bits of model results with augment and then proceed to plot.

model1\_data <- augment(model1) %>%   
 mutate(index = 1:n())  
  
ggplot(model1\_data, aes(index, .std.resid, col=default))+  
 geom\_point(alpha = .5)+  
 geom\_ref\_line(h = 3)
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Those standardized residuals that exceed 3 represent possible outliers and may deserve closer attention. We can filter for these residuals to get a closer look. We see that all these observations represent customers who defaulted with budgets that are much lower than the normal defaulters.

model1\_data %>%   
 filter(abs(.std.resid) > 3)  
## # A tibble: 8 x 10  
## default balance .fitted .se.fit .resid .hat .sigma .cooksd .std.resid  
## <fct> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 Yes 1119. -4.66 0.175 3.06 2.84e-4 0.386 0.0151 3.06  
## 2 Yes 1119. -4.66 0.175 3.06 2.84e-4 0.386 0.0151 3.06  
## 3 Yes 1135. -4.57 0.171 3.03 2.97e-4 0.386 0.0144 3.03  
## 4 Yes 1067. -4.96 0.189 3.15 2.46e-4 0.386 0.0175 3.15  
## 5 Yes 961. -5.56 0.216 3.33 1.80e-4 0.385 0.0232 3.33  
## 6 Yes 1144. -4.52 0.169 3.01 3.03e-4 0.386 0.0140 3.01  
## 7 Yes 1013. -5.26 0.203 3.25 2.11e-4 0.385 0.0203 3.25  
## 8 Yes 962. -5.55 0.216 3.33 1.80e-4 0.385 0.0232 3.33  
## # ... with 1 more variable: index <int>

Similar to linear regression we can also identify influential observations with Cook窶冱 distance values. Here we identify the top 5 largest values.

plot(model1, which = 4, id.n = 5)
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And we can investigate these further as well. Here we see that the top five influential points include:

* hose customers who defaulted with very low balances and
* two customers who did not default, yet had balances over $2,000

This means if we were to remove these observations (not recommended), the shape, location, and confidence interval of our logistic regression S-curve would likely shift.

model1\_data %>%   
 top\_n(5, .cooksd)  
## # A tibble: 5 x 10  
## default balance .fitted .se.fit .resid .hat .sigma .cooksd .std.resid  
## <fct> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 No 2388. 2.53 0.241 -2.28 3.98e-3 0.387 0.0252 -2.29  
## 2 Yes 961. -5.56 0.216 3.33 1.80e-4 0.385 0.0232 3.33  
## 3 Yes 1013. -5.26 0.203 3.25 2.11e-4 0.385 0.0203 3.25  
## 4 Yes 962. -5.55 0.216 3.33 1.80e-4 0.385 0.0232 3.33  
## 5 No 2391. 2.55 0.242 -2.29 3.95e-3 0.387 0.0254 -2.30  
## # ... with 1 more variable: index <int>

#### Validation of predicted values

##### Classification rate

When developing models for prediction, the most critical metric is regarding how well the model does in predicting the target variable on out-of-sample observations. First, we need to use the estimated models to predict values on our training data set(train). When using predict be sure to include type=response so that the prediction returns the probability of default.

test.predicted.m1 <- predict(model1, newdata = test, type = "response")  
test.predicted.m2 <- predict(model2, newdata = test, type = "response")  
test.predicted.m3 <- predict(model3, newdata = test, type = "response")

Now we can compare the predicted target variable versus the observed values for each model and see which performs the best. We can start by using the confusion matrix, which is a table that describes the classification performance for each model on the test data. Each quadrant of the table has an important meaning. In this case the 窶廸o窶? and 窶弸es窶? in the rows represent whether customers defaulted or not. The 窶廡ALSE窶? and 窶弋RUE窶? in the columns represent whether we predicted customers to default or not.

* **true positives** (Bottom-right quadrant): these are cases in which we predicted the customer would default and they did.
* **true negatives** (Top-left quadrant): We predicted no default, and the customer did not default.
* **false positives** (Top-right quadrant): We predicted yes, but they didn窶冲 actually default. (Also known as a 窶弋ype I error.窶?)
* **false negatives** (Bottom-left): We predicted no, but they did default. (Also known as a 窶弋ype II error.窶?)

The results show that model1 and model3 are very similar. 96% of the predicted observations are true negatives and about 1% are true positives. Both models have a type II error of less than 3% in which the model predicts the customer will not default but they actually did. And both models have a type I error of less than 1% in which the models predicts the customer will default but they never did. model2 results are notably different; this model accurately predicts the non-defaulters (a result of 97% of the data being non-defaulters) but never actually predicts those customers that default!

list(  
 model1 = table(test$default, test.predicted.m1 > 0.5) %>% prop.table() %>% round(3),  
 model2 = table(test$default, test.predicted.m2 > 0.5) %>% prop.table() %>% round(3),  
 model3 = table(test$default, test.predicted.m3 > 0.5) %>% prop.table() %>% round(3))  
## $model1  
##   
## FALSE TRUE  
## No 0.962 0.003  
## Yes 0.025 0.010  
##   
## $model2  
##   
## FALSE  
## No 0.965  
## Yes 0.035  
##   
## $model3  
##   
## FALSE TRUE  
## No 0.963 0.003  
## Yes 0.026 0.009

We also want to understand the misclassification (aka *error*) rates (or we could flip this for the accuracy rates). . We don窶冲 see much improvement between models 1 and 3 and although model 2 has a low error rate don窶冲 forget that it never accurately predicts customers that actually default.

test %>%  
 mutate(m1.pred = ifelse(test.predicted.m1 > 0.5, "Yes", "No"),  
 m2.pred = ifelse(test.predicted.m2 > 0.5, "Yes", "No"),  
 m3.pred = ifelse(test.predicted.m3 > 0.5, "Yes", "No")) %>%  
 summarise(m1.error = mean(default != m1.pred),  
 m2.error = mean(default != m2.pred),  
 m3.error = mean(default != m3.pred))  
## # A tibble: 1 x 3  
## m1.error m2.error m3.error  
## <dbl> <dbl> <dbl>  
## 1 0.0278 0.0349 0.0281  
## # A tibble: 1 ﾃ? 3  
## m1.error m2.error m3.error  
## <dbl> <dbl> <dbl>  
## 1 0.02782697 0.03491019 0.02807994

We can gain some additional insights by looking at the raw values (not percentages) in our confusion matrix. Lets look at model 1 to illustrate. We see that there are a total of customers that defaulted. Of the total defaults, were not predicted. Alternatively, we could say that only of default occurrences were predicted - this is known as the the precision (also known as sensitivity) of our model. So while the overall error rate is low, the precision rate is also low, which is not good!

table(test$default, test.predicted.m1>0.5)  
##   
## FALSE TRUE  
## No 3803 12  
## Yes 98 40

With classification models you will also here the terms *sensitivity* and *specificity* when characterizing the performance of the model. As mentioned above sensitivity is synonymous to precision. However, the specificity is the percentage of non-defaulters that are correctly identified, here (the accuracy here is largely driven by the fact that 97% of the observations in our data are non-defaulters). The importance between *sensitivityy* and *specificity* is dependent on context. In this case, a credit card company is likely to be more concerned with sensititivy since they want to reduce their risk. Therefore, they may be more concerned with tuning a model so that their *sensititivy*/*precision* is improved.

The receiving operating characteristic (ROC) is a visual measure of classifier performance. Using the proportion of positive data points that are correctly considered as positive and the proportion of negative data points that are mistakenly considered as positive, we generate a graphic that shows the trade off between the rate at which you can correctly predict something with the rate of incorrectly predicting something. Ultimately, we窶决e concerned about the area under the ROC curve, or AUC. That metric ranges from 0.50 to 1.00, and values above 0.80 indicate that the model does a good job in discriminating between the two categories which comprise our target variable. We can compare the ROC and AUC for model窶冱 1 and 2, which show a strong difference in performance. We definitely want our ROC plots to look more like model 1窶冱 (left) rather than model 2窶冱 (right)!

library(ROCR)  
  
par(mfrow=c(1, 2))  
  
prediction(test.predicted.m1, test$default) %>%  
 performance(measure = "tpr", x.measure = "fpr") %>%  
 plot()  
  
prediction(test.predicted.m2, test$default) %>%  
 performance(measure = "tpr", x.measure = "fpr") %>%  
 plot()
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And to compute the AUC numerically we can use the following. Remember, AUC will range from .50 - 1.00. Thus, model 2 is a very poor classifying model while model 1 is a very good classying model.

# model1 AUC  
prediction(test.predicted.m1, test$default) %>%   
 performance(measure = "auc") %>%   
 .@y.values  
## [[1]]  
## [1] 0.939932  
## [[1]]  
## [1] 0.939932  
  
# model 2 AUC  
prediction(test.predicted.m2, test$default) %>%  
 performance(measure = "auc") %>%  
 .@y.values  
## [[1]]  
## [1] 0.5386955  
## [[1]]  
## [1] 0.5386955

We can continue to 窶徼une窶? our models to improve these classification rates. If you can improve your AUC and ROC curves (which means you are improving the classification accuracy rates) you are creating \_窶徑ift窶拈, meaning you are lifting the classification accuracy.

#### Additional resources

This will get you up and running with logistic regression. Keep in mind that there is a lot more you can dig into so the following resources will help you learn more:

An Introduction to Statistical Learning Applied Predictive Modeling Elements of Statistical Learning